DIALECTS RECOGNITION BASED ON ACOUSTIC MODEL

Regional dialect recognition is important in the field of speech technologies. It is widely used in telephone reference systems, adapting the output synthesized speech in dialog systems, and also in forensics for profiling speaker in judicial or military situations, etc. The article describes different approaches that allow the usage of multiple information sources from the acoustic signal for the construction of dialects recognition system. In particular, acoustic, prosodic, phonetic, and phonotactic approaches are considered.
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Introduction

One of the main problems of modern research on speech production and speech technologies is the understanding and modeling of individual variations in the spoken language. Individuals have their own style of speech depending on many factors, such as the dialect and accent, as well as their socio-economic status. These differences tend to exhibit difficulties of speaker-scale simulation systems designed for data processing in a particular language. People have been trying, to a certain extent, to identify and interpret most of these aspects for many years.

Over the past few decades, considerable progress has been observed in automated language identification of the speaker in this speech pattern. The recognition of accent and dialect has only recently begun to attract the attention of scientists in the field of speech technology [1-4]. The problem of dialect identification is the recognition of the regional dialect of the speaker within a given language based on the speech signal.

Modern speech recognition systems focus on speech changes depending on the accent or dialect of a particular language. The dialect of the given language is a model of pronunciation or vocabulary used in the community of native speakers belonging to the same geographical area. Studies show that the use of the speaker dialect recognition before the automated speech recognition improves the system performance by adapting to the respective models (acoustic and language) [5]. This is due to the fact that the speakers who speak different dialects pronounce some words differently, consistently changing certain backgrounds and even morpheme.

Available resources [6, 7] depict that the research on automated dialect identification are performed for different languages of western and eastern countries.

Dialects, accents and styles

There are three different language variations that appear in any language. Two of these categories are determined by regional variations of pronunciation (accent), choice of words, grammatical (dialects) and sociological variations, and in different styles of speech, depending on the age, sex and situation. Knowing all of these variables, a picture of the social, historical and geographical factors of the used language can be imagined [8].

Dialect is a type of speech within the specified language. The differences between dialects mainly occur due to the regional and social factors, and these differences vary in terms of pronunciation, vocabulary and grammar. [7]

Accents are defined as the types of pronunciation of a specific language and refer to the sounds that exist in the language [1]. Unlike dialects, accents cover only a small group of variations that can occur in a particular language.

Styles generally refer to the mood of the speaker and the situation which the speaker is in. This factor differs from the dialect and accent, thus, dialect and accent are the manner of speaking
in a particular language in the society, while the styles refer to the spoken language of the same person in different situations.

**Dialectology**

Dialectology is the study of sounds, words and grammatical forms, varying in language. This term is commonly used to describe the study of accents (differences in the pronunciation of the sounds used in the language) and the dialects (differences in the grammatical structures and words). In general, dialectology focuses on the geographical distribution of different accents and dialects, although it also explores the social factors (such as age, gender, and social status).

A traditional research in dialectology, as a rule, aimed at creating dialect maps, resulting in imaginary lines drawn on the map to indicate the different areas of the dialects. This has led to the study of social and regional language differences. German scientist Johann Andreas Schmeller first explored the Bavarian dialect in 1821-1837, who included linguistic atlas [9]. Linguistic Atlas of the United States (1930s) was one of the first studies of dialects based on the social factors. In 1950, the University of Leeds reviewed English dialects in England and the eastern Wales.

Russian dialects were first studied in the XIX century. "Explanatory Dictionary of Russian language" (1863–1866) by V.I.Dal played a vital role in the study of dialects. First dialectological map of the Russian language was drawn up in 1915 [10, 11].

In Azerbaijan, there are numerous works on the study of the Azerbaijani dialects conducted for many years [12–16].

**Dialect Recognition**

Various methods have been proposed to solve the problems of the dialect recognition. Most of them are similar to the relevant methods used in language recognition. Furthermore, many studies have been conducted in the field of automated recognition of the regional accent [2, 3, 17–20].

Dialect recognition can be performed on various levels, such as acoustic (e.g., spectral data), prosodic, phonotactical (e.g., language models) and lexical [21]. With regards to acoustic level, the spectral information of the speech signal is extracted through speech parameterization methods, and classification algorithms are then applied, such as a Gaussian mixture model [6], support vector model [22], and neural networks [23]. In [24], an acoustic approach is presented to recognize the four languages of India: Indian, English, Hindi, Assamese, Bengali. Mel-frequency Cepstral Coefficients (MFCCs) are used as parameters, and detection is performed using a Gaussian Mixture Model (GMM). The duration of phonetic units [6, 21, 24, 25] and the rhythm [26] are considered at prosodic level.

In [27, 28], the prosodic parameters are used. Thus, speech signal is divided into unvoiced / voiced segments, wherein the pitch frequency, duration of unvoiced / voiced segments and others is determined. This approach is based on the use of N-gram models. The method aims at separate modeling of phrasal and local accents.

In [29], language recognition system, based on phonotactical approach, is studied. Phonotactical approach in accent and dialect recognition is based on the hypothesis that dialects or accents vary by backgrounds allocation sequences. In other words, the texts in the same language can be recognized by this symbol distribution.

**Proposed approach**

This paper proposes a GMM-UBM-model to recognize dialects. Universal Background Model (UBM) - is GMM-representation of the characteristics of all the dialects created using part of the training data.

GMM is a density distribution model, which is a language or dialect model. It defines different Gaussian distributions, which have own mathematical expectation, variance and weight in the GMM. Let’s assume that \( M \) is a number of small Gaussian distribution models. The
following equation is trying to model the probability distribution density \( N \)-dimensional random vector \( x \), adding a weighted combination of weighted multidimensional Gaussian densities:

\[
p(x \mid \lambda_d) = \sum_{i=1}^{M} p_i b_i(x),
\]

Where

\[
b_i(x) = \frac{1}{(2\pi)^{N/2} \left| \Sigma_i \right|^{1/2}} \exp \left\{ \frac{1}{2} (x - \mu_i)' \Sigma_i^{-1} (x - \mu_i) \right\}.
\]

\( \mu_i \) - Vector of mathematical expectations and \( \Sigma_i \) - covariance matrix.

These options are represented as follows:

\[
\lambda = \{ p_i, \mu_i, \Sigma_i \}, \quad i = 1, \ldots, M
\]

where \( p_i \) - mixed weight providing condition \( \sum_{i=1}^{M} p_i = 1 \).

Each group has its own dialects model \( \lambda_d \).

Model parameters of each dialect are estimated with the use of Expectation-Maximization algorithm (EM) for the sequence of vectors feature \( X = \{ x_1, x_2, \ldots, x_T \} \), which are derived from a set of speech utterances of the given dialect \( d \).

In addition, for each group of dialects, the following values are found:

\[
p_i = \frac{1}{T} \sum_{t=1}^{T} pr(i \mid x_t, \lambda)
\]

\[
\mu_i = \frac{\sum_{t=1}^{T} pr(i \mid x_t, \lambda) x_t}{\sum_{t=1}^{T} pr(i \mid x_t, \lambda)}
\]

\[
\Sigma_i = \frac{\sum_{t=1}^{T} pr(i \mid x_t, \lambda) x_t^2}{\sum_{t=1}^{T} pr(i \mid x_t, \lambda)} - \mu_i^2
\]

where the posterior probability of the component \( i \) has the following form

\[
pr(i \mid x_t, \lambda) = \frac{p_i b_i(x_t)}{\sum_{k=1}^{M} p_k b_k(x)}.
\]

GMM-parameters are determined by estimating the maximum probability learning:

\[
\lambda_d = \arg \max_{\lambda_d} \left\{ \prod_{t=1}^{T} p(x_t \mid \lambda_d) \right\}.
\]

The advantage of using UBM in dialects identification systems is a significant reduction in the number of training data. Instead of separate education dialect-dependent models, the approach uses Bayesian adaptation of the UBM based on speech samples, trained in a particular dialect. MFCC-coefficients are proposed to be used as parameters. The general scheme of the proposed dialect recognition model is shown in Figure 1.
During the identification unknown speech utterance $X$ is classified after calculating the logarithmic probability, which is defined by the formula:

$$L_d(X) = \log p(X \mid \hat{\lambda}_d) = \frac{1}{T} \sum_{t=1}^{T} \log p(x_t \mid \hat{\lambda}_d).$$ (8)

Before the automated identification of dialect the speech signals are first pre-processed by filtering at Zero Frequency Filtering (ZFF) [30] to remove low-frequency noise in changing time.

Taking into account that the GMM and UBM have $M$ mixture, we choose the first $N$ mixtures for dialects $D$ to test. For a GMM system, the number of mixed tests is $N_{mix} = M \times D$.

For the five groups of dialects, using 512 GMM-mixtures the number of tests, is $N_{mix} = 512 \times 5 = 2560$.

**Conclusion**

The study is designed to automatically identify the dialects based on speech samples. Acoustic, prosodic, phonetic, and lexical phonotactical approaches are studied to achieve the dialects identification. The model based on GMM is most widely used one. In this article, an acoustic model based on GMM-UBM is proposed to ensure the reliability of recognition.

Thus, we can conclude that the most promising direction of automated dialect recognition is to develop approaches aimed at the initial separation of dialects into the groups followed by the definition of a particular dialect.
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