
Problems of information technology, 2015, №2, 36–46 

 

36                                                                  www.jpit.az 

Ramiz M. Aliguliyev 1, Gunay Y. Niftaliyeva 2     DOI: 10.25045/jpit.v06.i2.04 

Institute of Information Technology of ANAS, Baku, Azerbaijan  
1r.aliguliyev@gmail.com; 2gunayniftali@gmail.com  

DETECTING TERRORISM-RELATED ARTICLES ON THE E-GOVERNMENT 

USING TEXT-MINING TECHNIQUES 

In this paper, a method based on text-mining techniques for detecting terror-related articles on 

the e-government is proposed. The proposed method consists of several stages: 1) creation of 

terror-related vocabulary; 2) creation of a semantic network of words; 3) morphological 

analysis of words; 4) initial filtration of documents; 5) calculation of the semantic similarity 

between words by using a semantic network of words; 6) determination of semantic similarity 

between sentences; 7) determination of semantic similarity between documents; 8) classification 

of documents. Hybrid similarity measures are introduced to calculate the similarity among 

words, sentences and documents. A hybrid classification method combining the kNN, Bayes and 

new proposed Ramiz-Gunay methods for identification of terror-related articles is proposed.  

Keywords: e-government; e-government security; terrorism; text mining; hybrid similarity 

measure; kNN method; modified Bayes method; Ramiz-Gunay method; hybrid classification 

method. 

Introduction 

Modern criminal groups can commit malicious activities against the state and society not only 

in the real world, but also in a virtual environment (Internet, e-government). These activities usually 

have various purposes, including propaganda against the state and dissemination of information, 

which promote terrorism and shake the foundations of national and spiritual values. [1–7].  

The timely detection of this information in e-government is very important in ensuring the 

security of the state and society, which is one of the most pressing scientific-theoretical and 

practical problems of our time [6, 7]. It is no coincidence that the problem of e-government 

security is specified as one of the most actual 13 research directions to be studied in the 

eGovRTD2020 project adopted by the European Commission [8]. 

 One of the main functions of e-government is to protect the citizens from possible 

impairment and violence. Linders [9] examined the evolution of citizen-state relations and 

concluded that the Internet, in particular e-government, is the most effective and affordable tool 

to inform about possible crimes, as well as to improve the relations between community 

members and law enforcement authorities. However, studies show that criminal groups “benefit” 

from this favorable environment as well, and this has become a source of great danger for the 

state and society. 9/11 is the best example. Further analysis has shown that the organized 

criminal group behind 9/11 planned and coordinated the entire act via the Internet. One can 

naturally conclude the virtual world is a very favorable environment for criminal groups to 

commit their evil deeds.  

Understandably, one of the important tasks of the modern state is to identify and analyze 

secret criminal networks operating via the Internet and e-state. This virtual space has a wide range 

of opportunities to communicate and coordinate operatively. Criminal group members can 

communicate via websites, e-mail, blogs, online chats, etc. In most cases, transmitted information 

consists of text. Therefore, analysis of the text transmitted through the virtual environment is 

essential to preventing possible terrorist acts and ensuring the security of e-government [10]. 

Currently, text mining, the intelligent analysis of text gathered from various sources, is considered 

one of the most advanced and effective technologies in knowledge control [11].  

Another reason for the popularity of text mining and its wide range of applications is the 

dominance of text in the information, regardless of the information’s sources. According to 

International Data Corporation analysts, about 80% of produced information contains text [12]. 



Problems of information technology, 2015, №2, 36–46 

 

       www.jpit.az                                                                      37 

Thus, intelligent analysis of text is a very important and topical area of study in ensuring  

e-government security.  

Hence, based on the urgency of the security problem, we propose a text-mining-based 

method to detect terrorism-related text on the e-government. The method is similar to the method 

proposed in [3]. However, the proposed method has several distinct advantages: 

 unlike the method proposed in [3], calculating the similarity of the words, the method 

takes into account not only semantic similarity between the words, but also syntactic 

structure of the sentences, i.e. the sequence of words in the sentences; 

 to identify potentially suspicious documents more accurately, the similarity between the 

documents is calculated by a new iterative method: first, the similarity of the words is 

defined; afterward, the similarity between the sentences is calculated using the 

similarity of the words; finally, the similarity between the documents is calculated using 

the similarity of the sentences.  

 a hybrid similarity measure is introduced to calculate the similarity between the 

sentences; 

 a new method is proposed for classification.  

The article is structured as follows. The second section provides a brief overview of the 

studies in the data-mining field. The third section describes the stages of the proposed method. A 

conclusion and acknowledgement of further studies are provided in the fourth section.  

A brief overview of related works 

A variety of methods, algorithms and models based on text-mining techniques have been 

proposed for detection, identification and tracking of crime and terrorism-related articles in the 

virtual environment (Internet, e-government). For example, [4, 5] propose new algorithms to 

define the similarity between the documents for the filtering and authentication of criminal 

information on the web. [1] uses data extraction and clustering methods of text-mining 

techniques in identifying criminal documents in Arabic. A rules-based approach is applied for 

data extraction, and a self-organized neural network (Kohonen network) is applied for document 

clustering. In [2], a two-staged method is proposed for the identification of criminal articles, 

which includes documents’ detection and their clustering. The first stage eliminates unimportant 

words in the documents and describes the documents as a vector of important words, after which 

a measure is introduced to calculate the similarity between the documents. In the second stage, 

the documents are grouped according to criminal types by applying a clustering algorithm. A 

new approach based on text analysis to detect terror-related Internet articles is proposed in [3]. 

This approach creates the list of context words (nouns) from the set of terrorism-related articles 

using the semantic WordNet [13]. Then it calculates the importance of context words by 

applying a WUP [14] metric. Last, the approach classifies the documents using b-grams and the 

Keselj metric [15]. For the detection of multilingual terror-related documents [16] proposes a 

new approach based on a classification method. This approach uses a combination of a graphic 

representation model of the web documents and the classification algorithm C45. The method 

proposed in [17] studies terrorist activities (profiles) by analyzing website articles with the use of 

data-mining algorithms. In [18], an evolving fuzzy grammar method is proposed to classify 

criminal-related articles. The method describes selected text fragments in the fuzzy structure.  

The proposed method 

The proposed method consists of several stages: 1) creation of terror-related vocabulary, 

depending on the language of the data circulated in the explored space; 2) creation of a semantic 

network of words for the reviewed language network (the accuracy of the method highly 

depends on the network); 3) morphological analysis of the words; 4) initial filtration of the 

documents using the vocabulary; 5) calculation of the semantic similarity between the words;  
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6) determination of semantic similarity between the sentences; 7) determination of semantic 

similarity between the documents; 8) classification of the documents. Let’s suppose that a terror-

related vocabulary database (VBase) has been created in a certain language, and a semantic 

network of words has been developed (let’s denote it WordNet, as in the network developed in 

English). Note that this knowledge base allows us to determine the semantic relationships 

between the words. For example, synonyms, hyponyms and others are easily found with the help 

of this network (Figure 1). 

 

 
Figure 1.  Hypernyms and hyponyms 

 

Each phase of the proposed approach is explained in detail below.  

1)  Initial filtering of documents 

Initial document filtering is performed as follows. First, the terms are extracted from the 

document and analyzed morphologically (to find the initial form of the word because, depending 

on adopted suffixes, the same words may convey different meanings) and described as a set of 

document words (terms), )t,...,t,t( 21 md  . Then, using the Simkevic-Simpson measure [19], the 

similarity between VBase and the set )t,...,t,t( 21 md   is calculated: 

,
VBase

)VBase,(sim SS
d

d
d




                                                     (1)  

where  A  denotes the number of elements in set A.  

If  )VBase,(sim SS d , then document d is added to the set of suspicious documents and 

shifted to the next stage for identification. Where,   is a threshold value defined in an 

experimental way.  

2)  Semantic similarity of the words 

The semantic similarity between the words is determined as follows:  

1. The two words 1t  and 2t  are considered. 

2. The roots of the words are found in WordNet.  

3. Synonyms of each word are found in WordNet, and their number is assigned; 

4. The Least Common Subsume (LCS) of the words 1t and  2t  is found using WordNet, 

5. The semantic similarity between the words is calculated using formulas (2) and (3).  

First, the informative content of the word is determined using )t(IC  to calculate the 

similarity between the words in WordNet [20]:  

)tlog(

)1)t(synsetlog(
1)t(IC

max


                                                (2)  

Then, semantic similarity between words is calculated using formula (2) [20, 21]:  
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where, )t,t(LCS 21  denotes the most similar common word with the words 1t  and 2t  in 

WordNet (for example, for the case shown in Figure 2 t)t,t(LCS 21  ),
maxt  denotes the total 

number of the words in WordNet, and (t)synset – the number of synonyms of the word t . 

 
 

Figure 2. Semantic network of the words 

 

Semantic similarity between the words is also calculated with the use of the WUP metric [14]: 

,
)t(depth2)t(depth)t(depth

)t(depth2
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where, )t(depth 1  denotes the number of nodes from 1t to t  in WordNet (tree), )t(depth 2  is the 

number of nodes from 2t  to t , )t(depth  the number of nodes from t  to the network roots. For 

example, in the case shown in Figure 2 3)t(depth)t(depth 21   and 2(t)depth  . Then  
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The semantic similarity between the words is defined as a linear combination of the 

metrics given by the formulas (3) and (4):  

),t,t(sim)1()t,t(sim)t,t(sim 21WUP21IC21                          (5) 

10   denotes the weight coefficient. 

3) Similarity measure of the sentences  

Three metrics are used to calculate the similarity between the sentences: semantic, 

syntactic, and cosine.  

A) Semantic similarity. Semantic similarity between the sentences is calculated with the 

use of semantic similarity between the words (5):  
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where 
1m  and 

2m  is the number of words in the sentences 
1s  and 

2s  respectively.  

B) Cosine metric. The cosine metric is based on a vector model. To calculate the 

similarity between the sentences based on a vector model, each of them is described as a vector 

first, and then the distance (similarity) between the two vectors is calculated. For example, 

sentences of 
1s  and 

2s  are given. In traditional approaches, the sentences are described as 

vectors, and the length of the vector is equal to the number of words in a document (or document 

sets). In this case, the length of the vector is many times greater than the length of the sentence 

(the number of words in the sentence) , and therefore, most of the elements of the vector equal 

zero. So, it is not effective in terms of calculation. Therefore, to calculate the similarity between 

the two sentences, the sets of words are formed by different words found only in these sentences. 

A set of words is denoted as, }t,...,t,t{WS 21 m  where, m  denotes the total number of different 

words. The set of words in two sentences are established in the following sequence [20, 22]: 

1. Two sentences  1s  and 2s are selected. 

2. Each word t  extracted from the sentence 1s  is handled as follows: 

2.1. Its root word )RW( is determined with the use of the WordNet lexical database. 

2.2. If RW  is involved in WS , then return to Step 2 and continue the process with the 

next word taken from 1s . Otherwise, proceed to Step 2.3; 

2.3. If RW  is not involved in a set of WS , we must add RW  to WS , then go to Step 2 

and continue the process with the next word taken from 1s . The process is continued 

until the words of the sentence end.  

The above mentioned process is repeated for a sentence 2s . 

The semantic vector model is used to determine the similarity between the sentences [23, 

24]. For this reason, the following steps are performed:  

1.  Setting the vector. Each element of the vector corresponds to the word in WS . Hence, 

the length of the vector equals the number of words in WS . 

2.  Defining the vector elements. Each element of the semantic vector (weight of the word) 

is determined as follows:  

2.1.  If the word t of WS  sentence is included to the sentence 1s , then the weight of the 

word in the vector equals1, otherwise proceed to the next step; 

2.2.  If the word t  is not included to the sentence 1s , then the similarity between the 

words in the sentence 1s  and word t  is calculated by formula (5). 

2.3. If the similarity between the words differs from zero, then the weight of word t  in 

the vector is defined as its largest value. Otherwise, proceed to the next step. 

2.4. If the similarity between words equals zero, then the weight of the word t  in the 

vector is defined as zero. 

Thus, using the cosine metric, the similarity between the two vectors is calculated as follows: 
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where ),...,,( 112111 mwwws  and ),...,,( 222212 mwwws   are the vectors corresponding to the 

sentences 1s and 2s ; pjw denotes the weight of the word jt  in vector ps ; m is the total number of 

words.  
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C) Syntactic similarity. The semantic weight of sentence depends not only on the 

semantic weight of the words, but also on the words’ sequence, that is position of the words in 

the sentence. For example, according to the abovementioned similarity metric (semantic 

similarity), the sentences “Ali called Hassan” and “Hassan called Ali” are estimated as similar 

sentences, as they are built with the same words. Therefore, when calculating the semantic 

similarity of the sentences, the words’ sequence (their position in the sentence) must also be 

taken into account. Thus, a syntactic-vector approach is used to calculate the similarity of 

sentences based on the position of words in a sentence [25]. For this reason, the following steps 

are performed first [20]: 

1. Setting the vector. The words in WS and in the sentences are used to set a syntax-vector. 

The length of the syntax-vector equals the number of words in WS . 

2. Defining the vector elements. Each element of the syntactic vector indicates the weight 

of the word, and it equals the position of the word in the sentence. This weight is 

defined as follows: 

2.1. If the word t  is included to the sentence 1s , then its weight in the vector is equal to 

its position in the sentence, otherwise proceed to the next step; 

2.2.  If the word t  is not included to the sentence 1s , then the similarity between the 

word in the sentence 1s  and the word t  is calculated by formula (5). 

2.3.  If the similarity between the words differs from zero, then the value of the proper 

element in the vector (the weight of the word) is defined as the position of the word 

with the largest value in the sentence 1s .  

2.4. If the similarity between the words equals zero, then the value of the proper 

element in the vector is defined as zero.  

The following formula is used to calculate the similarity of a sentence based on the 

position of words in a sentence [20, 25]:  

21

21

21wordorder
oo

oo
1),(sim




ss                                            (8) 

where, ),...,,(o 112111 mwww and ),...,,(o 222212 mwww are syntactic vectors of sentences 1s  and

2s ; denotes 
pjw the weight of the word 

jt in vector 
po  .  is the Euclidean norm. 

D) Liner combination. Linear combination of semantic cosine and syntactic measures is 

used to calculate the similarity between the sentences:  

),(sim),(sim),(sim),(sim 21cos321wordorder221semantic121sentences ssssssss          (9) 

where, i  ( 10  i , 3,2,1i )are the weight parameters and provide the following condition: 

1321                                                             (10) 

4)  Similarity measure of the documents.  

The similarity between the sentences (9) is used to define the similarity between the 

documents: 

,
),(sim

),(sim
21

, 21sentences

21documents
2211

nn

ss
dd

dsds



 

                         (11)  

where, 1n  and 2n  are the numbers of the sentences in the documents 1d  and 2d  respectively.  

For simplicity, ),(sim 21documents dd is used instead of ),(sim 21 dd  below.  

  

t
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5)  Classification of documents. 

Suppose that a set of classes ),...,( 1 kCCC is known as the classification of documents 

belonging to the given document sets ),...,( 1 NddD or to any (or some) of the classes 

),...,( 1 kCCC . In this case, the document belongs to the closest class(es). Many classification 

methods have been proposed so far. KNN ( k - Nearest Neighborhood) [26], Bayes [27] and the 

proposed RG (Ramiz-Gunay) method are used to determine the extent to which document 
id

belongs to class 
qC .  

A) KNN method. According to this method, the extent to which the document 
id belongs 

to class 
qC  is defined by the value found by the following formula:  





)(NN

NN ),(sim)|(score
iq dkd

iqik ddCd , Ni ...,,2,1 ; kq ...,,2,1 ,                 (12), 

where, )(NN iq dk  is k  number of documents, which is closest to the document id  to class 
qC . 

The document id belongs to the class with the highest value )|(score NN qik Cd , in other 

words, *ki Cd   if )|(scoremaxarg NN

*

qikq Cdk  .  

B) Modified Bayes method. According to the Bayes method, the degree to which 

document id belongs to class 
qC is defined by the value of the following conditional probability:  

)(P

)(P)(P
)(P

i

qiq

iq
d

CdC
dC  ,                                             (13) 

Since )(P id  remains stable in the classification process, we do not need to take into 

account the denominator of the fraction in (13).  

where )(P qC  is the probability of the documents being in class 
qC . This apriori 

probability is defined as follows: 

N

dC
C

iq

N

i
q

)(P
)(P 1  .                                               (14)  

It is assumed that the use of the words in the documents does not depend on other words 

for the calculation of the quantity of )(P qi Cd . Then, the probability of )(P qi Cd  is calculated 

using the formula below: 

 



m

j

w

qjqiq
ijCCdC

1

)t(P)(P)(P .                                     (15) 

where )t(P qj C denotes the probability of the word 
jt  in the class 

qC , and m  is the number of 

words in document set D : 

The probability )t(P qj C is calculated as follows:  

 



 




m

j Cd ij

Cd ij

qj

qi

qi

w

w
C

1

)t(P , mj ,...,1 .                                  (16)  

where, 
ijw  denotes the weight of the word 

jt in the document id .  

If the weight of the word
jt  in the class Cq

equals zero, then, according to the formula 

(16), the probability )t(P qj C  equals zero as well. Thus, according to the formula (15), the 

probability )(P iq dC  equals zero, too. Therefore, in practice, the following formula is used:  
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If we shift to a logarithmic scale in the formula (15) and divide the result by the total 

weight (
iw ) of the words in the document

id , we obtain the following equation: 





m

j

qjij

i

q

iqiq Ctd
w

C
dCdC

1

BayesM )P(log),t(P
)(Plog

)(P)(score ,             (18)  

where 
iijij wwdtP /),(   is the probability of the word 

jt  to be used in the document 
id
 

 


m

j iji ww
1

, ni ,...,1 ; kq ,...,1 . 

Similar to the kNN method, )(P)(scoreBayes iqiq dCdC   is adopted in the formula (18). 

According to the model, id belongs to a class for which the probability )(P iq dC  has the highest 

value, *ki Cd   , where )(scoremaxarg BayesM
1

*

iq
kq

dCk


 . 

C) Ramiz-Gunay (RG) method. With the help of this method, the degree to which 

document id  belongs to class Cq
 is defined by the following formula:  

 



  






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)O,O(sim
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)O,O(sim

)O,O(sim
)|(score         (19) 

where, )O,O(sim
qi Cd   is a similarity measure between the image 

idO  of the document id  

and the image 
qCO   of the class 

qC ; )O,O(sim vd  is a similarity measure between the images 

dO and vO  of the documents d  and v ;  with the weight coefficient, 10   . 

Image 
qCO  is defined as the centre of the class, 

qC ),...,,(O 21

q

m

qq

C www
q
 :  

 


qCd

dq

j

q

q

j w
C

w ,1
, kq ,...,1 , mj ,...,1 ,                                (20)  

where, qC denotes the number of documents in the class 
qC , 

dq

jw ,
 and the weight of j –th 

words in the document d  included in the class
qC  .  

Analogically, Image dO  is defined as the center of the document d , ),...,,(O 21

d

m

dd

d www :  

 


ds

sd

j

d

j w
d

w ,1
, mj ,...,1  ,                                             (21)  

where, d denotes  the number of sentences in the document d ,
sd

jw ,
, as the weight of -th word 

in the sentence s  included in the document d .  

D) Hybrid method. As a final classification method, a linear combination of the results 

obtained by means of formulas (12), (18) and (19) is used: 

)|(score)|(score)|(score)|(score new

RG3

new

Bayes2

new

NN1

new

qqqkq CdCdCdCd   ,  (22)  

where, 10  i , )3,2,1( i  denote weight coefficients and provide the following condition: 

1321                                                                (23) 

j
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Thus, the document newd  belongs to a class *k
C  such that it has the highest 

)|(score new

qCd  and may have the new value *

new

k
Cd  for the class, where 

)|(scoremaxarg new*

qq Cdk   . 

6)  Evaluation 

Accuracy, precision, recall, and the F-measure are used to evaluate the classification: 

npnp

np

FFTT

TT




Accuracy ,                                                   (24) 

pp

p

FT

T


Precision ,                                                                 (25) 

pp

p

FT

T


Precision ,                                                                 (26) 

RecallPrecision

RecallPrecision2
measureF




 .                                          (27) 

where, 
pT  denotes the number of precisely classified terror-related documents; 

pF  is the number 

of incorrectly classified terror related documents; nT  is the number of precisely classified non-

terror-related documents; 
pF  is the number of incorrectly classified non-terror-related 

documents.  

Conclusion and future work 

It is known that the text-mining technique provides great opportunities for text analysis and 

identification. Studies show that the technique is widely applied and currently implemented 

successfully. The article examined the application of the technique to ensure the security of e-

government and proposed a new text mining-based integrated approach to detect terror-related 

documents in e-government. There are still a few problems to be resolved: 

 establishing a semantic network for examined language; 

 slang words used by the criminal groups for communication; 

 grammatically correct spelling of words; 

 texts in different languages; 

 extracting terms from the text; 

 selecting classification methods and guaranteeing accuracy. 

All these factors have a direct impact on the accuracy of the proposed method. Another 

important issue is that the classes (topics) should be known in advance, although this is not 

always the case because the classes are dynamic. Over time, new issues may arise, so the most 

correct approach is to group the documents automatically and then identify them. All of these are 

avenues for further studies. Most of the issues (for example, developing the rules for the 

automatic morphological analysis of words and establishing a semantic network of words) are 

multidisciplinary. 
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