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A MOBILE MULTI-AGENT-BASED CONCEPTUAL ARCHITECTURE FOR THE 

INTELLIGENT MONITORING OF COMPUTER NETWORKS 

The article focusses on the development of a conceptual architecture for intelligent monitoring of 

computer networks (CN). Mobile multi-agents are used, each of which monitors the individual 

components of the CN such as network equipment, connections, traffic, services and users. This 

architecture can extend the coverage of the monitoring system and ensure the completeness of 

monitoring data. Also, the architecture is easily scalable if required to monitor the new 

components.  
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Introduction 

Today, along with the extensive use of network technologies, the complexity and scale of 

computer networks are increasing. More effective performance, the improvement of service 

quality, troubleshooting and network security have become very important tasks. Monitoring 

plays an important role in solving these problems and controlling CNs efficiently. For the 

effective management of CNs, it is important to analyse monitoring data, without which it is 

difficult to make reasonable decisions. At the same time, almost all the events occurring in the 

CN are important in decision making; accordingly, comprehensive monitoring of the CN need to 

be performed. Consequently, the effectiveness of CN control mainly depends upon the 

effectiveness of monitoring. 

Analysis of existing monitoring systems shows that they have a number of shortcomings.  

First, they are centralized that is, acquisition and processing of monitoring data is 

accomplished by one monitor in respect to a particular component of CN (for example, network 

traffic, network connections and network services, user behaviour, etc.). This complicates the 

acquisition, processing and analysis of the vast amount of data to be transmitted to the 

monitoring centre.  

A second drawback is that intelligent methods are not used for the acquisition and 

processing of monitoring data, but if used, it is not known which methods have been considered.  

A third disadvantage is that, if necessary, the monitoring function cannot be expanded.  

Therefore, the use of intelligent technology can increase the efficiency of monitoring CNs 

because they are able to simplify and facilitate the monitoring of CNs. In addition, the use of 

intelligent technology minimises the role of humans in the monitoring of CNs, reduces the loss 

of valuable information, and minimises the impact of the monitoring system on the normal work 

of CNs [1].  

This article focusses on the development of a conceptual architecture for monitoring the 

CN with the use of artificial intelligence elements. Namely, an intelligent mobile multi-agent-

based conceptual architecture is offered for the intelligent monitoring of CNs because the 

existing architectures are not effective, as the characteristics of traffic and the topology of 

contemporary networks are so dynamic. Centralised monitoring architectures have problems 

with scalability, and static, hierarchically distributed monitoring architectures have problems 

with flexibility and productivity.  

The paradigm of mobile agents (MA) has emerged in the area of distributed computing. 

They are separate programs that can shift across the network from one host to another, resume or 

restart their work, and act on behalf of users for tasks [2].  
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Thus, the mobile agents are autonomous, reactive and communicative subjects. 

Intelligence of the agents may include the ability to learn, adapt, analyse and make decisions, 

plan and perform complex tasks that include collaboration with other agents or users and the 

ability to move across the network and to perform tasks on each of the planned stopping point.  

Review of works 

The CN environment has changed substantially, in that it uses a variety of network services 

and hardware and software developed by different manufacturers, and the number of users has 

multiplied. These changes have led to an increase in the probability of various problems 

occurring in the network and have increased the complexity of CN monitoring.  

The literature describes various approaches to the construction of a CN monitoring system. 

Available monitoring architecture cannot ensure the comprehensiveness of the monitoring data 

to identify and evaluate all possible problems that could occur in a CN because these 

architectures are intended to monitor certain aspects of CN performance (e.g., security, 

productivity, etc.) [3, 4] and a specific CN component (e.g., network equipment, network traffic, 

network services and users).  

In [5] the authors offer Service Level Agreement (SLA) monitoring architecture to provide 

fault tolerance and security services for CNs (e.g., financial, commercial and other corporate 

services). Denial of the services specified in SLA can lead to significant losses, so their 

monitoring is necessary.  

The proposed architecture allows the authors to determine the strategy for the control of 

network fault tolerance. In [6] the authors propose an “end to end” network monitoring 

architecture named gd2. The proposed architecture allows the dynamic monitoring of the grid 

environment and solves the scalability problem introduced by the grid environment, whereas 

available monitoring systems cannot implement monitoring of network performance in real time.  

In [7] the authors propose a mobile agents-based architecture for distributed systems of 

active network monitoring. The distributed monitoring system of CN based on management 

protocols such as Simple Network Management Protocol (SNMP), or distributed object 

technologies such as Common Object Request Broker Architecture (CORBA) cannot solve the 

scalability problem. They are also not appropriate for the monitoring of large and dynamic 

systems like CNs. Despite the fact that the monitoring systems are distributed, the principle of 

their performance is predetermined.  

The agents of the proposed monitoring system act as monitors of certain segments of the 

network and are not related to any specific network nodes; furthermore, they can move to 

achieve the most favourable location. Mobile agents are autonomous objects designed for the 

performance of specific tasks, and they can shift from one node to another. 

In [8] and [9] the authors propose monitoring architecture for high-speed networks. In 

particular, in the first paper, the authors propose a High Speed Network Monitoring and Analysis 

(HISTORY) architecture, which is designed to monitor high-speed networks. This approach is 

based on high-speed monitoring, which can process up to one gigabit per second.  

The monitoring architecture is based on standard protocols such as the Internet Protocol 

Flow Information Export (IPFIX) and Packet Sampling Protocol (PSAMP), which are used for 

monitoring the data transfer between the monitoring elements and for the subsequent analysis of 

the traffic. In the second paper, the authors propose an architecture called Next Generation 

Monitoring (NG-MON) to monitor the high-speed network (10 Gbps or higher). NG-MON uses 

a passive monitoring method in which serial and parallel processing of traffic packets are used, 

which reduces packet loss significantly. In addition, this approach uses a lower, fixed amount of 

capacity for each flow, as the amount of memory depends linearly on the rate.  
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Computer network monitoring methods 

There are various methods for CNs monitoring in the literature, such as centralised and 

distributed monitoring [10]. In central monitoring, the one monitoring server directly monitors 

the entire system (Figure 1). At the same time, the server collects, aggregates and processes the 

network data. The centralised monitoring method is mostly used for the monitoring and control 

of relatively small networks where SNMP-protocol is used.  

This monitoring method has some drawbacks such as low efficiency and accuracy and lack 

of scalability. The acquisition and processing of large amounts of network data can lead to an 

overload of the monitoring and network communication centre itself. As a result, the number of 

network elements is limited and the rate of data entries to the monitoring centre decreases as well.  

Additionally, the SNMP-protocol uses polling constantly, which results in the generation 

of additional traffic, even if significant changes do not occur in the network. 

 

Fig.1. Centralised monitoring of computer networks 

The distributed monitoring method allows the increasing performance and scalability of 

the monitoring system (Figure 2). This method is mainly used to monitor and control large 

networks. Distributed monitoring systems have a hierarchical architecture, which includes 

multiple monitors, one of which functions as the core, while others monitor separate segments of 

the network or subnets and collect monitoring data for the segments’ elements. At the same time, 

monitoring functions are distributed between central and distributed monitors. 

 

Fig.2. Distributed monitoring of computer networks 
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The main disadvantage of distributed monitoring is the fact that distributed monitors 

operate in specific network segments or subnets, and cannot adapt to changes in the CN. Thus, 

despite the fact that a distributed monitoring system can solve the problems of performance and 

scalability, they are not as effective in dynamic environments. Therefore, in this paper, we 

propose an architecture for monitoring a CN in which mobile multi-agents are used as distributed 

intelligent monitors, which we believe can help to solve the problem. 

Multi-layer representation of the interaction of computer network components  

To implement a comprehensive and effective monitoring of CN, it is necessary to develop 

a monitoring architecture that will allow the monitoring of key components such as network 

equipment, connections, traffic, services and users. Such architecture will allow the identification 

and assessment of all kinds of problems occurring in the CN. Before determining the architecture 

for CN monitoring, the interaction of the main CN components will be represented in the form of 

a pyramid, as shown in Figure 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Multi-layer representation of the main components of computer networks 

 

A layer of network equipment, which includes computers and network communication 

equipment, is at the base of the pyramid, shown in Figure 3. In this layer, data processing and 

storage and data package transfer between computers occurs. The next level includes a layer of 

network traffic, which consists of streams of data packages transmitted between computers and 

the Internet. The network traffic layer is followed by the layer of network connections that are 

available in network traffic. The next layer consists of network services that initiate the network 

connection and generate network traffic. Finally, the top level of the CN is a layer of users of the 

network services. 

Conceptual architecture for computer network monitoring 

In this section, a conceptual architecture for intelligent, mobile, multi-agent-based, 

comprehensive monitoring of a CN is proposed (Figure 4). The process of mobile agent 

functioning is presented in [1]. Initially, the mobile agent software module is created and stored 

on a separate computer, the home machine. The agent is sent to a remote computer, called the 

mobile agent host, for execution. The mobile agent host is also called the mobile agent server. 

Besides the agent, the mobile agent code and status data are sent to the host. The host provides 

the agent with a suitable environment for execution. At the same time, the mobile agent uses host 

resources (CPU, memory, etc.) to perform its task. After completing its task in the host, the 
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mobile agent is transferred to another computer, and mobile agent migration continues as long as 

the mobile agent returns to the home machine after the completion of the task on the last 

machine in the route.  

The proposed conceptual monitoring architecture is multi-layered and covers the main 

components of a CN, such as network hardware, connections, traffic, services, and users. 

Separate intelligent agents including a network equipment monitoring agent, connections 

monitoring agent, traffic monitoring agent services monitoring agent and a user behaviour 

monitoring agent are used to monitor each element of the CN. In addition, each agent uses a 

different monitoring protocol. In this architecture, the agent-interface is the bridge between the 

administrator and the agents, which transmits the administrator requests to the agents and 

presents the results of monitoring to the administrator. 

 
 

Figure 4. Conceptual architecture for intelligent monitoring of a CN 

 

The advantage of the architecture is that the coverage of the monitoring system can be 

expanded, ensuring the completeness of the monitoring data of the CN. In addition, due to the 

intelligence and flexibility of the mobile agent, the rapid and effective solutions for network 

monitoring and control are possible. Furthermore, the system is easily scalable, since, if 

necessary, new intelligent agents can be introduced to monitor the new components. For 

example, to monitor CN safety, a security agent should be introduced [11]. 

Conclusion  

In this paper we propose a mobile, multi-agent-based conceptual architecture for intelligent 

monitoring of a CN. The proposed architecture is multi-layered. Each level represents different 

components of a CN, such as network hardware, connections, traffic, services and users. The 

architectures of available monitoring systems are generally centralised, and the monitoring is 
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performed for a particular component of a CN, for example, network traffic, connections or user 

behaviour. Such architectures for the monitoring of CNs are not effective in the circumstances of 

the ever-changing traffic and topology of contemporary networks. Moreover, they have problems 

with scalability. The proposed architecture can extend the coverage of the monitoring system of 

a CN, ensuring the completeness of monitoring data. In addition, the system is easily scalable, 

since, if necessary, new intelligent agents can be introduced. Due to the intelligence and 

flexibility of the mobile agents, rapid and effective solutions for network monitoring and control 

are possible.  
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