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 A B S T R A C T 

In recent years, the amount of data created worldwide has grown exponentially. The 

increase in computational complexity when working with "Big data" leads to the need to 

develop new approaches for their clustering. The problem of massive data amounts 

clustering can be solved using parallel processing. Dividing the data into batches helps to 

perform clustering in a reasonable time. In this case, the reliability of the obtained result for 

each block will affect the performance of the entire dataset. The main idea of the proposed 

approach is to apply the k-medoids and k-means algorithms to parallel Big data clustering. 

The advantage of this hybrid approach is that it is based on the central object in the cluster 

and is less sensitive to outliers than k-means clustering. Experiments are conducted on real 

datasets, namely YearPredictionMSD and Phone Accelerometer. The proposed approach is 

compared with the k-means and MiniBatch k-means algorithms. Experimental results 

proved that the proposed parallel implementation of k-medoids with the k-means 

algorithm shows greater accuracy and works faster than the k-means algorithm. 
 

1. Introduction 

Many studies have been dedicated to Big data 

clustering (Zhao et al., 2018; Karmitsa et al., 2018). 

The problem with clustering is that the data 

requires a lot of computing resources (Ikotun et 

al., 2023). Researchers propose new clustering 

methods and extend existing to solve this issue 

(Zein et al., 2023). 

Recently, the k-means algorithm and its 

modifications have become the research subject in 

analysing large volumes of data (Ping et al., 2024; 

Bagirov et al., 2022; Ahmadov, 2023; Aggarwal & 

Reddy, 2014). So, (Bahmani et al., 2012) proposed 

an approach, that is easy to implement, non-

trivial, and converges reasonably quickly in a 

small number of iterations (Boutsidis et al., 2010; 

Jain, 2010). However, this approach is 

computationally expensive. 

 

Cluster centroids in k-means clustering are 

typically not data points and may not be used in 

several applications, such as sparse data in 

recommender systems, images in computer 

vision, etc. 

Kaufman & Rousseeuw (1990) proposed an 

alternative algorithm based on k-medoids. In this 

case, instead of centroids, representative objects 

called medoids are considered. The advantage of 

this approach compared to k-means clustering is 

that it is less sensitive to outliers and is based on 

the centrality of the cluster. The k-medoids 

algorithm shows the best results when working 

with random distance metric and outliers (Han et 

al., 2001). The most popular of them is PAM 

(Partitioning Around Medoids) (Lenssen & 

Schubert, 2024). However, the key problem of this 

algorithm is the high cost of execution time. 

Recently, a new k-medoids-based approach called 
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FasterPAM was proposed (Schubert & Rousseeuw, 

2021). Unlike previous works, this method, 

combined with simple uniform random 

initialization, works quickly and provides high 

accuracy. 

Parallel technology must be used. Dividing 

the data into batches helps to perform clustering 

in a reasonable time (Alguliyev et al., 2016; Zhao 

et al., 2018; Meng et al., 2018). In this case, the 

reliability of the obtained result for each block will 

affect the performance of the entire dataset. 

(Alguliyev et al., 2016). Thus, the MiniBatch k-

means algorithm (Sculley, 2010) was proposed as 

an alternative to the k-means algorithm for 

clustering large datasets. The advantage of this 

algorithm is that it reduces computational costs by 

using not the entire dataset at each iteration but a 

fixed-size subsample. However, this affects the 

accuracy of clustering (Zhu et al., 2023). 

The purpose of this work is to develop an 

effective approach to clustering large datasets. 

The main idea of the proposed algorithm is to 

apply the algorithms of k-medoids and k-means 

to the parallel data clustering. The obtained k-

medoids are fused into a dataset and 

subsequently clustered using the k-means 

algorithm. k-medoids-based clustering ensures 

that the cluster center is the most central data 

point. The hybrid approach is evaluated on large, 

well-known datasets. 

The rest of the paper is organized as follows. 

Section 2 describes the literature review. The 

proposed algorithm for parallel Big data 

clustering is given in section 3. Section 4 analyses 

the experimental results, as well as a comparison 

of the proposed hybrid approach with the k-

means and MiniBatch k-means algorithms. Section 

5 draws the conclusions and outlines the 

directions for future research. 

2. Related work 

The volume and speed of data creation have 

steadily increased in recent years. The volume of 

global data is expected to grow 10-fold in the next 

five years. The increase in computational 

complexity when working with Big data leads to 

the need to develop new approaches for their 

clustering. Researchers propose various Big Data 

clustering methods to solve the curse of 

dimensionality problem in various applications 

(Wang et al., 2023; Zhang et al., 2023). 

Mussabayev et al. (2023) proposed a parallel 

scheme based on k-means and k-means++ 

algorithms for Big data clustering. A comparative 

analysis between the proposed Big-means 

algorithm and Euclidean minimum sum-of-

squares clustering algorithms was performed. The 

work's limitations include determining the 

optimal sample size and runtime. 

The LBKC (Lower Bound k-means Clustering) 

algorithm based on k-means was developed by 

Zhang et al. (2024) to enable faster clustering of 

Big Data in multidimensional space. It considers a 

lower bound on the Euclidean distance to reduce 

the number of operations performed. 

Schubert and Rousseeuw (2021) proposed a 

modified PAM algorithm, which provides 

computational acceleration. The found solution 

reduces the number of iterations. The PAM 

algorithm allows clustering to be performed with 

a large number of clusters. 

Hu et al. (2023) proposed a k-means clustering 

algorithm based on the Lévy flight path (Lk-

means). It prevents early entry into local optima, 

making processing large data possible. A 

limitation of the proposed algorithm is the lack of 

initial clustering center selection. 

Li et al. (2023) developed the SMKKM-KWR 

(Simple Multiple Kernel k-means with Kernel 

Weight Regularization) algorithm. An approach 

based on the fused information of all kernel 

representations can learn the clustering structure. 

Summing up the above works, the main 

contributions of our work are summarized as 

follows: 

 An approach for large dataset clustering 

based on k-medoids in combination with 

the k-means algorithm is proposed to 

improve clustering accuracy. 

 The proposed method can process large 

datasets in parallel. 

 The approach was evaluated on large 

datasets and compared with other 

machine learning methods. 

 Experiments showed that the proposed 

parallel implementation of k-medoids 

with k-means has high accuracy and 

works faster than the classical k-means 

algorithm when k  is greater than 10. 

 

3.  Proposed approach 

This section describes the proposed approach. 

Let us introduce the following notation: 
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},...,,{ 21 nxxxX   is a set of data points specified in 

m -dimensional space, l  is the number of batches 

)( nl  , which is determined by PC, 

},...,,{ 21 kCCCC   is a set of clusters, where l
pC  is 

the p th cluster of the batch l . Here kp ,...,2,1  

and k  determines the number of clusters. 

The dataset is then split into equally sized 

batches. The optimal package size is determined 

as follows (Parker & Hall, 2014): 
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"relative difference." 
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Q . The proposed 

approach considers all clusters in the dataset. 

After partitioning the dataset, the k-medoids 

algorithm is applied to each partition. The 

clustering problem is to find medoids 

Xk  },...,,{ 21   so that the data points and 

the medoid (representative data point) are as close 

as possible: 
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where   is the Euclidean norm in m . 

k-medoids-based clustering is performed in 

parallel before reaching the convergence 

condition, proving that the cluster center is the 

most central data point. 

Next, for each batch, the resulting medoids are 

fused into a dataset, to which k-means is applied 

in order to perform clustering. The objective 

function has the following form: 
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where pO  is the centroid of the p th cluster, and 

pC  is the number of data points in the pC  

cluster. 

Fig. 1 shows the general framework of the 

proposed clustering approach. We consider a 

combination of k-medoids and k-means as a 

clustering method. The algorithm works in 

parallel and iteratively. The found medoids of 

each batch are fused and re-clustered using k-

means to obtain the resulting centroids. 

 

Fig. 1. General scheme of the proposed approach 

The proposed parallel clustering algorithm is 

evaluated using various large datasets. They are 

converted into smaller datasets. We use 2k , 

3k , 5k , 10k , and 15k  to cluster the 

dataset based on batch sizes of 5000, 10000, 15000, 

and 20000 for different numbers of features. The 

use of k-medoids and k-means based parallel 

clustering improves clustering accuracy. 

4. Experimental results 

The sequential version of the k-means 

algorithm and the proposed approach were 

implemented on Intel(R) Core(TM) i7-4170HQ 

with quad-cores running at 2.50 GHz and 8 GB 

RAM. The experiments were conducted in Python 

3.7, and Mini Batch k-means (Sculley, 2010) were 

implemented in R 3.4.1. 

Extensive experiments are conducted on the 

proposed approach based on k-medoids and k-

means and sequential k-means clustering 

algorithms. The convergence criterion is met after 

200 iterations. We used a different number of 

clusters and various batch sizes to illustrate the 

impact of both target function value and running 
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time. YearPredictionMSD and Phone 

Accelerometer datasets were used (Table 1). They 

are stored in the UCI machine learning repository 

(Lichman, 2018). The additional parameters are 

illustrated in Table 2. 

Table 1. Description of the experimental datasets 

Dataset 
Number of 

samples 

Number of 

features 

Phone Accelerometer 

(Stisen et al., 2015) 
1,048,575 6 

YearPredictionMSD (Bertin-

Mahieux et al., 2011) 
515,345 90 

 

The YearPredictionMSD dataset (Bertin-

Mahieux et al., 2011) is a freely available metadata 

collection from one million popular pieces of 

music. It contains 515,576 records collected from 

1922 to 2011. 

The Phone Accelerometer dataset for 

heterogeneous human activity recognition using 

smartphones was collected by Stisen et al. (2015). 

It was designed to compare real-world human 

activity recognition algorithms. The dataset 

contains 1,048,575 samples. 

Table 2. Parameters used during experiments 

Parameter Value 

Batch size 5,000 / 10,000 / 15,000 / 

20,000 

Number of clusters 2, 3, 5, 10, 15 

Number of iterations 200 

 

FasterPAM (Schubert & Rousseeuw, 2021) was 

considered as a k-medoids algorithm. The input 

data is converted into smaller datasets. The 

algorithms are computed ten times to obtain the 

average computation time and target function 

value. 

The experiment compares the average 

computation time and the average objective 

function value of the proposed approach with the 

k-means algorithm. Tables 3 and 4 show 

performance measured based on computation time 

in seconds relative to the amount of data. 

Table 3. Experimental results for Phone Accelerometer 

Number of 

clusters 

k-means Batch 

size 

Proposed approach 

f  T  f  % T  % 

k =2 4.1942x1010 5.22 

5000 4.1949x1010 -0.02 3.17 +64.67 

10000 4.1943x1010 -0.00 3.19 +64.64 

15000 4.1942x1010 0.00 4.20 +24.29 

20000 4.1941x1010 +0.00 4.84 +7.85 

k =3 2.5774x1010 6.99 

5000 2.5774x1010 0.00 5.15 +35.73 

10000 2.5773x1010 +0.00 5.32 +31.39 

15000 2.5773x1010 +0.00 7.08 -1.27 

20000 2.5772x1010 +0.00 7.12 -1.83 

k =5 1.5673x1010 22.41 

5000 1.5719x1010 -0.29 7.56 +196.43 

10000 1.5704x1010 -0.20 8.02 +179.43 

15000 1.5697x1010 -0.15 9.89 +126.59 

20000 1.5673x1010 0.00 10.08 +122.32 

k =10 7.8899x109 160.91 

5000 7.9963x109 -1.33 26.02 +518.41 

10000 7.9850x109 -1.19 36.35 +342.67 

15000 7.9140x109 -0.30 84.39 +90.67 

20000 7.8905x109 -0.00 100.50 +60.11 

k =15 5.2791x109 339.77 

5000 5.4125x109 -2.46 71.89 +372.62 

10000 5.4051x109 -2.33 108.72 +212.52 

15000 5.3928x109 -2.11 157.37 +115.91 

20000 5.3803x109 -1.88 270.85 +25.45 

 

The tables also show the relative improvement 

(in %) of the proposed approach compared to k-

means. According to Table 3, improvement of the 

proposed approach is observed for different values 

and batch sizes for Phone Accelerometer. 

Compared to k-means, the proposed approach 
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showed a slight increase in the average objective 

function value with the number of clusters 5k , 

10k , and 15k . When 3k , the average value 

of the objective function was less than of k-means, 

and when the batch size was 5000, it coincided with 

k-means. However, the average clustering execution 

time compared to the second one was 35.73%. 

Table 4. Experimental results for YearPredictionMSD 

Number of 

clusters 

k-means Batch 

size 

Proposed approach 

f  T  f  % T  % 

k =2 1.0415x109 44.88 

5000 1.0202x109 +2.09 15.99 +180.68 

10000 1.0202x109 +2.09 16.03 +179.98 

15000 1.0199x109 +2.12 17.12 +162.15 

20000 1.0195x109 +2.16 18.59 +141.48 

k =3 9.6949x108 136.82 

5000 9.6975x108 -0.03 18.51 +639.17 

10000 9.6959x108 -0.01 21.34 +541.14 

15000 9.6338x108 +0.63 24.57 +456.86 

20000 9.5843x108 +1.15 32.80 +317.13 

k =5 9.0560x108 327.77 

5000 9.0296x108 +0.29 55.01 +495.83 

10000 9.0290x108 +0.30 62.26 +426.45 

15000 9.0283x108 +0.31 64.57 +407.62 

20000 9.0247x108 +0.35 72.58 +351.60 

k =10 – – 

5000 8.2988x108 – 55.04 – 

10000 8.2970x108 – 104.40 – 

15000 8.2817x108 – 155.65 – 

20000 8.2757x108 – 205.27 – 

k =15 – – 

5000 7.9720x108 – 58.16 – 

10000 7.9689x108 – 107.84 – 

15000 7.9462x108 – 160.49 – 

20000 7.9400x108 – 206.51 – 

 

Table 4 shows the complexity of big data 

clustering using k-means, where the results are 

presented only for 2k , 3k , and 5k . 

However, clustering using the proposed approach 

also made obtaining results with the number of 

clusters 10k  possible.  

Table 4 shows that the average objective 

function value of the proposed approach relative to 

the k-means algorithm improved due to the use of 

k-medoids and amounted to ~0.95%. At the same 

time, the average execution time of the proposed 

algorithm is significantly lower. 

Thus, the CPU implementation computational 

time is significantly reduced for a larger dataset, 

indicating that the proposed approach effectively 

solves this issue. 

Fig. 2 shows the runtime evaluation of the 

proposed approach on two datasets using box 

plots. Each "whisker" box summarizes the results of 

ten consecutive runs of the proposed approach 

with a batch size equal to 20,000. 

For each dataset, we observe that the execution 

time of the proposed approach tends to increase 

with the number of clusters k. The latter 

corresponds to the Phone Accelerometer dataset 

(Fig. 2(a)), in which increasing k slows the 

clustering time. It is more clearly visible when 

5k . In addition, close clustering performance is 

observed for the proposed algorithm ( 10k  and 

15k ) on the YearPredictionMSD dataset (Fig. 

2(b)). 

Fig. 3 shows the results of the influence of the 

number of iterations on the objective function value 

and the execution time for the two considered 

datasets. The results show that, with the right 

choice of batch size, the proposed approach based 

on k-medoids and k-means can be faster than the 

sequential k-means algorithm (Fig. 3(b, d)). 

 

  



R.M. Alguliyev et al.  Problems of Information Technology (2024), vol. 15, no. 1, 18-25 

 

23 

  

(a) (b) 

Fig. 2. Performance evaluation of the proposed approach with different numbers of clusters on datasets: (a) 

Phone Accelerometer and (b) YearPredictionMSD 

 

We noticed that for batch sizes equal to 10,000 

and 15,000, the execution time of the proposed 

algorithm is significantly reduced compared to 

MiniBatch k-means. However, the execution time of 

the algorithms is almost the same for a batch size of 

5,000 (Phone Accelerometer dataset). Moreover, for 

the YearPredictionMSD dataset, a significant 

reduction in execution time is observed with an 

increase in the number of iterations using the 

proposed approach compared to MiniBatch k-

means.  

The objective function value of the proposed 

algorithm shows a sharp decrease for various batch 

sizes compared to MiniBatch k-means for the 

YearPredictionMSD dataset. This is more clearly 

visible with a batch size 20,000 (Fig. 3(c)). 

So, comparison with the MiniBatch k-means 

algorithm proved the effectiveness of the proposed 

approach for batch sizes of 5000, 10000, 15000, and 

20000 (Sculley, 2010). 

It can be concluded that the proposed approach 

proved the reduction of the average objective 

function value compared to k-means, which, in the 

case of the YearPredictionMSD dataset, only shows 

results when 10k . It also achieves more accurate 

results and reduces clustering time compared to 

MiniBatch k-means. 

The results are acceptable because the proposed 

parallel algorithm based on k-medoids and k-means 

can quickly achieve efficient results and requires 

less computational time. 

  

(a) (b) 
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(c) (d) 

Fig. 3. Performance comparison of the proposed approach and MiniBatch k-means for different numbers of 

iterations on the Phone Accelerometer (a, b) and YearPredictionMSD (c, d) datasets 

 

5. Conclusion and future work 

This study proposed an approach for parallel 

clustering of large datasets based on the k-

medoids and k-means algorithms to improve the 

clustering accuracy. Comparison of the obtained 

medoids for the considered datasets with other 

algorithms proved the superiority of the proposed 

approach for the best potential medoids 

calculation. The approach also has the advantage 

of taking into account the entire large dataset. The 

distance between medoids and data points was 

experimentally optimized and calculated using a 

hybrid approach. Experiments have shown that 

the proposed parallel implementation of k-

medoids together with k-means is an order of 

magnitude accurate and works faster compared to 

the classical k-means algorithm when 10k  and 

15k . In contrast, the k-means algorithm does 

not work when the number of clusters is 10k  

for a large dataset. The proposed approach can 

perform efficient clustering of large datasets in a 

short time and can be applied in various 

applications. 

In the future, it is planned to develop an 

approach for more accurately determining the 

batch size, which will improve the quality of the 

solution and the speed of the massive data 

clustering algorithm convergence. 
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