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A B S T R A C T 

Today, the application of information technology in all areas of our lives has led 

to wider spread and popularity of cybercrime. In modern industrial control 

systems and cyber-physical systems, log files are very important in terms of 

detecting cyber incidents, identifying and preventing threats and anomalies. 

However, today, a large volume of log files generated in these systems greatly 

complicates the process of extracting useful information from them. This, in 

turn, highlights the need for intellectual analysis of log files. To this end, this 

article explores a number of clustering and classification methods and 

algorithms for the intellectual analysis of log files. Thus, K-means, CURE, EM, 

kNN, Naive Bayes and DT algorithms are selected out of these algorithms and 

their working principle is studied, explained, and the application of each 

algorithm on KDD CUP 99 data set is studied and compared. 

1. Introduction 

Currently, information technologies have 

entered all spheres of our lives, and especially in 

recent times, in the face of the new realities created 

by the covid-19 pandemic, application of the digital 

version of all traditional solutions has become 

forced. In addition, technological innovations 

brought by the 4th industrial revolution can be cited 

as an example.  In connection to abovementioned, 

we are witnessing even wider spread and 

popularization of malicious acts in the digital 

environment. Proceeding from these, we can 

confidently say that as a result of emerging threats, 

and in order to legally find the source of these threats 

and bring the perpetrators to justice, there is a great 

need for intellectual analysis of log files as a method 

of detecting cybercrimes. 

As in other computer systems, industrial control 

systems (ICS) generate various type and large 

volumes of log files. These log files are the data 

allowing to monitor the status and security of the ICS 

that generate them, and containing useful 

information. In other words, log files are very 

important in terms of detecting and eliminating 

problems on IMS (Zwietasch, 2014). As we know, log 

files are a type of big data (BD). This means that 

analysis of log files is quite a complex process 

(Zulfadhilah, Prayudi, Riadi, 2016). In terms of 

detecting and eliminating mentioned cyber 

incidents, extraction and analysis of valuable 

information from this data is immensely needed. 

Based on abovementioned, in the article, intellectual 

data analysis methods and algorithms for analysis of 

log files are researched and comparative analysis of 

each of them is conducted. 
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Intellectual data analysis is a field of science on 

extraction process of hidden and useful data from 

unprocessed BD, and it is currently applied in 

different spheres of human life.  Many methods 

used in intellectual data analysis combines methods 

used in machine learning, statistics and artificial 

intelligence fields (Aliguliyev, Niftaliyeva, 2016). 

This study explores machine learning methods for 

intellectual analysis of log files. 

Machine learning is a field of artificial 

intelligence implementing data analysis using 

special algorithms on bases of BD (Shikhaliyev, 

2022). In other words, instead of manually 

integrating a program using a set of different 

commands to perform a set of tasks on a given 

machine, it is a method of teaching one or more 

machines to perform these tasks through a large 

amount of data and algorithms. 

Usually machine learning methods are 

grouoped into 4 categories depending on research 

object or problem statement (Pecht, Myeongsu, 

2018): 

1. Supervised learning 

2. Unsupervised learning 

3. Semi-supervised learning 

4. Reinforcement learning 

Classification and clustering methods used in 

supervised learning and unsupervised learning 

methods for intellectual data analysis are studied.  

Application of clustering and classification 

algorithms in intellectual analysis of BD is 

considered a convenient method in terms of 

identifying clusters and classes and extracting 

valuable information from those data. Clustering 

and classification algorithms such as K-means, 

CURE (Clustering Using Representatives), 

Expectation and Maximization (EM), k-nearest 

neighbors (kNN), NB (Naive Bayes) and decision 

tree (DT) were used for log analysis. Advantages 

and disadvantages of these algorithms are 

compared, taking into account factors such as 

performance, accuracy, time and memory 

resource usage, etc. 

2. Clustering algorithms and their 

operating principle  

Clustering is an unsupervised learning 

method of machine learning. Here, data that are as 

similar as possible to each other are collected in the 

same cluster, and dissimilar data are collected in 

different clusters. One of the main features of this 

method is that the clusters to be identified are not 

known in advance. The main goal of clustering is 

to minimize the distance between data in the same 

cluster and maximize the distance between 

clusters. As a result, the process of extracting 

useful information from large volumes of data 

becomes quite easy (Kamber & Pei, 2011). The 

mentioned analysis process is performed on the 

basis of k-means, EM and CURE algorithms. 

2.1. K-means algorithm 

K-means algorithms divides n number of data 

by k number of cluster in d-dimensional Euclidean 

space and X = {𝑥1 … , 𝑥n } data set (Nabiyev, 2015). 

As noted above, the goal here is to ensure that 

within-cluster similarities are at a maximum level 

and inter-cluster similarities are at a minimum 

level in the clusters obtained after the clustering 

operation is implemented. 

2.1.1. Operating principle 

K-means is a simple in terms on operating 

principle, and widely used algorithm.  Thus, this 

algorithm allows to rapidly and effectively cluster 

large volumes of data. Here “k” is a quantity 

representing the number of clusters implemented 

and identified before the algorithm starts.  

Assigning a value to k is one of the main 

disadvantages of this algorithm.  That is, an 

approach called “Elbow method” is applied in 

order to eliminate this disadvantage and 

determine the k-number  (Umargono, Suseno, 

Gunawan, 2019) (Fig. 1). 

The curves depicted in Figure 1 are the 

distance between data within the same cluster and 

at maximum distance from each other. In other 

words, it is the similarity index of within-cluster 

objects (Figure 1).  As the figure illustrates, the 

value of k is directly proportional to the quality of 

clustering. Particularly, the number of clusters 

increase with the increase in the value of k-

number, which in its turn, increases the quality of 

clustering. However, in addition to the quality, the 

effectiveness of the algorithm in terms of speed, 

time, memory resources, etc. should also be taken 

into account. Therefore, the process ends at the 

point where no sharp increase is observed and k is 

assigned that value (Fig. 1).  
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Fig. 1. A graphic description of the Elbow method 

At the initial stage, the clustering process is 

implemented by random placement of k-number 

of cluster centers in the data space. Then the 

distance between each data and those cluster 

centers is calculated. In this case, different distance 

measurements can be used. These include 

Euclidean, Manhattan, Minkovski, Cosine 

similarity etc.  Here, in d-dimensional space, in 

order to calculate the distance between 𝑋 =

(𝑥1, … , 𝑥𝑛) and 𝑌 = (𝑦1, … , 𝑦𝑛) points, Euclidean 

metric is used and its formula is provided below 

(Nabiyev 2015): 

                       𝑑𝑖𝑠𝑡(𝑋, 𝑌)√∑ (𝑥𝑖 − 𝑦𝑖)𝑛
𝑖=1

2                   (1) 

Here, the concept of distance is characterized 

by the degree of similarity property of the data. 

In the next step, each data refers to its nearest 

cluster center or cluster. After the completion of 

this process, the mean value of the data within 

each cluster is found as the last step, and the 

cluster centers selected in the initial step change 

their positions and are located at that point. 

In the space, a mean value of given points is 

calculated using following formula: 

                               𝑚 =
1

𝑛
∑ (𝑥𝑖,𝑦𝑖)

𝑛
𝑖=1                     (2) 

Where 𝑚 – represents the center of data, 𝑛 –the 

quantity of data. In two-dimensional space, the 

coordinates of the points are marked with 𝑥𝑖 and 

𝑦𝑖  parameters.  

Since K-means is an iterative algorithm, the 

abovementioned last 2 steps are repeated until 

convergence, i.e. until the best clusters are found 

in terms of optimizing the result. This, in turn, 

ensures that the desired result is achieved in the 

end.   

2.1.2. Advantages and disadvantages 

K-means algorithm has several advantages 

and disadvantages. Main advantages of the 

algorithm are listed below: 

 Rapid execution of operations, even in a set of 

large volume of data 

 It is scalable, i.e. possible to use in data 

growing in volume  

 Very good results in clear and prominent data 

sets  

 Easy to apply 

 Availability of algorithm code in many 

programming languages  

Biggest disadvantage of k-means algorithm is 

that, it depends on selection of cluster centers 

randomly defined in the beginning. Thus, the 

quality of obtained result is directly dependent on 

selection of these cluster centers. In addition, the 

complexity of correctly determining the k number 

and the inability to cluster outliers are the main 

disadvantages of this algorithm (Alguliyev, 

Aliguliyev & Sukhostat, 2020). 

2.2. CURE algorithm 

The second method to be analyzed is the 

CURE algorithm. The main reason for the 

development and application of this algorithm 

was a number of disadvantages of previously used 

clustering algorithms. For example, they are 

unable to cluster non-spherical datasets and are 

vulnerable to outliers (Guha, Rastogi & Shim, 

2001). Based on these, the CURE algorithm is 

proposed as a new approach to improve the 

quality of clustering. 

2.2.1. Operating principle 

Unlike k-means method, in CURE algorithm 

created clusters are represented with a constant 

number of data i.e., representatives without 

“cluster center” parameter. Algorithm continues 

until desired number of clusters is achieved by 

merging clusters with nearest representatives. In 

order to find newly created cluster representatives 

at each stage, the representatives of each of the 

merging clusters are multiplied by the numerical 

value of the parameter called shrink factor (α) and 

brought closer to the cluster center. Thus, the 

distance between the representatives of the cluster 

and the center of the cluster decreases α-fold. 

Hence, obtaining optimal clusters depends on 

three parameters: number of clusters (𝑘), number 
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of representatives (c) and shrink factor (α). The 

sequence of steps performed during the execution 

of the algorithm is as follows (Demiralay & 

Çamurcu, 2005): 

1. In the first step, k number is defined as the 

input parameter. 

2. For each cluster, a fixed number and c 

number of representatives located at a 

maximum distance from each other within 

cluster are selected. 

3. Distance between clusters is determined by 

calculating the Euclidean distance between 

separate cluster representatives. 

4. Nearest cluster pairs are merged. 

5. In order to find the representatives of the 

newly formed clusters, we select c number of 

representatives of sub-clusters composing 

this cluster that are closest to the center. Then, 

these points are brought closer to the center 

by α – fold. 

6. Steps 3, 4 and 5 are repeated until the number 

of clusters reaches the k number entered as 

input parameter. 

In order to find optimal clusters in the CURE 

algorithm, experiments conducted on different 

data sets were analyzed in MATLAB software by 

assigning different values to three main 

parameters such as cluster number (k), 

representative number (c) and shrink factor (α)  

(Demiralay & Çamurcu, 2005). 

Analysis of effect of cluster quantity (k) on 

clustering in the algorithm: In CURE algorithm k 

parameter is considered as the completion 

condition of clustering process.  In order to clearly 

see the effect of k parameter on clustering, CURE 

algorithm is accepted as k=3, 4, 5 for circular data 

sets and k=4, 6, 8 for square data sets. Here, in 

order to clearly observe the effect of k on the 

algorithm, c and α parameters are kept constant. 

Cluster representatives are given as small squares 

within provided sets. (Demiralay & Çamurcu, 

2005) (Fig. 2).  

In Figure 2, the results of this process are 

shown for different values of the k number, 

accepting as α=0.2 and c=10 on the circular data set 

of the CURE algorithm and keeping their values 

constant. In data clustering process for k=3 value, 

2nd and 4th data sets are merged, ideal clustering 

is obtained when k=4, and the biggest data set is 

divided, creating a new cluster when k=5. In the 

square data set, for different values of the k 

parameter α=0.3 and c=10 are accepted (Fig. 2). 

When k=4, then 1st, 2nd, 3rd, 4th and 6th square 

groups are merged and formed the 1st cluster, 5th, 

7th and 8th groups are correctly clustered and 

relevantly formed 2nd, 3rd and 4th clusters. In 

accordance with k=6 value, 1st and 3rd groups 

create the first cluster, 4th and 6th groups form the 

third cluster.  Other clusters are correctly found. 

Optimal results for this data set is possible at k=8 

value (Demiralay & Çamurcu, 2005). 

 

Fig. 2. Clusters formed when α=0.2, c=10 and k=3, 4, 5 

are selected in the circular dataset and α=0.3, c=10 and 

k=4, 6, 8 are determined in the square dataset in CURE 

algorithm 

Analysis of the effect of the number of 

representatives (c) on clustering in the algorithm: 

In CURE algorithm, number of representatives 

is the quantity of data used to represent one cluster. 

Here, α and k parameters are kept constant, and 

clustering results are obtained for different values 

of c. In Figure 3, for circular data set α=0.2 and k=4 

is accepted and clustering results for c=4, 10, 20 

values is demonstrated. Here, ideal clustering is 

observed at c=10 value (Figure 3). Overall, when c 

parameter has a very small value, CURE algorithm 

operates as a cluster center principled algorithm 

and successful results cannot be obtained. Because, 

non-spherical clusters cannot be found in this 

instance. On the other hand, when c number has a 

very high value, algorithm tries to find enlarged i.e., 

large sized clusters. This, in turn, results in slower 

operation of algorithm in terms of speed and 

merging of separated datasets with shared 

neighboring points. In this case, the quality 

indicator of clustering is reduced (Demiralay & 

Çamurcu, 2005). 
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Fig. 5 shows the results obtained for values of 

c=2, 5, 10 when α=0.3 and k=8 are given in the 

square data set. Here it is clearly seen that the 

clusters are ideally organized when c=10. 

 

Figure 3. Clusters formed when α=0.2, k=4 and c=4, 10, 

20 are chosen in circular dataset and α=0.3, k=8 and c=2, 

5, 10 accepted in square dataset in CURE algorithm. 

Analysis of the effect of shrink factor 

parameter (α) on clustering in the algorithm: 

In order to analyze the effect of α parameter 

on clustering in this algorithm, the results of the 

experiments performed on circular and square 

datasets are depicted in Figure 4 and Figure 5, 

respectively. In Figure 4, k=4 and c=10 is accepted 

for circular clusters and results of clustering 

process for α=0.1, 0.2, 0.3 and 0.9 values; and in 

Figure 5, k=8 and c=10 is used for square clusters 

and results of clustering process for α=0.1, 0.2, 0.3 

and 0.9 values are demonstrated. If attentively 

inspected, images show that for value of α=0.1,  the 

cluster representatives are located far away from 

the centers of those clusters, so the desired result 

is not achieved. On the other hand, smaller the 

value of the α parameter, the more stable this 

algorithm is against outlier data. Consider these, 

we can see that optimal clustering is achieved at 

α=0.2 for circular data sets and α=0.3 values for 

square data sets (Demiralay & Çamurcu, 2005). 

As seen from the examples, it is quite 

important to correctly select a representative, 

number of clusters or shrink factor number in 

order to successfully find the clusters in CURE 

algorithm. 

 

Figure 4. Results of application of CURE algorithm 

performed with different α values in a circular data set. 

 

Figure 5. Results of application of CURE algorithm 

performed with different values of α in a square data set. 

As seen from the examples, it is quite important 

to correctly select a representative, number of 

clusters or shrink factor number in order to 

successfully find the clusters in CURE algorithm. 

2.2.2. Advantages and disadvantages  

The main advantage of the CURE algorithm is 

that it can cluster arbitrary-shaped datasets, i.e., 

both spherical and non-spherical datasets with 

high accuracy. In addition, since the operating 

principle of the algorithm is different from others, 
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CURE is highly resistant to outliers. Another 

major advantage is that it allows for good scaling 

for large databases (Guha, Rastogi & Shim, 2001; 

Demiralay & Çamurcu, 2005). 

On the other hand, obtaining an ideal result in 

the algorithm depending on the correct selection 

of the value of parameters k, c and α, and the 

complexity of this process is considered to be the 

main disadvantage of this algorithm (Guha, 

Rastogi & Shim, 2001; Demiralay & Çamurcu, 

2005). 

2.3. EM algorithm 

EM algorithm is the next method to be analyzed. 

EM algorithm is characterized by evaluation of 

parameters given for maximization of probability of 

observed data. That is, instead of using a distance 

criterion to determine in which cluster a data will be 

located, it uses prediction criteria. 

EM algorithm is an effective method widely 

used in many studies, especially recently. EM is an 

iterative algorithm that performs maximum 

likelihood forecasts in order to solve missing data 

problems.  Each iteration of the algorithm consists 

of two stages. These stages are called finding 

expectation (E-stage) and maximization (M-stage) 

(Ömürbek, Dağ & Eren, 2020). Particularly, first of 

all, the best likelyhood of obtaining hidden data 

are estimated by looking at the parameters of the 

observed data at E-stage. Results obtained at E-

stage are entered as input parameters at M-stage, 

and likelyhood of hidden data entered at M-stage 

belonging to one or more clusters is calculated and 

this probability is maximized. Results obtained 

from M-stage are entered as an input parameter to 

E-stage, and the previously explained process is 

repeated until the error indicator of the algorithm 

drops below a certain percentage. 

Overall, there are two approaches to 

completion of iteration process: (Zafer, 2006): 

1. First approach is determination of number 

of iterations in advance. However, his approach 

may not always provide correct results. That is, 

optimal result for various data is not achieved 

with standart number of iterations. 

2. The second approach is stating conditions 

for the problem in advance.  That is, obtained 

result is compared to the value determined in the 

problem statement. If obtained result is smaller 

than that value, then iteration process is 

completed.  

2.3.1. Operating principle  

The EM algorithm is particularly applicable to 

data sets of incomplete or unknown type. 

Application of the maximum likelihood EM 

algorithm to many statistical models was 

implemented by Dempster, Laird, and Rubin in 

1977 (Ömürbek, Dağ & Eren, 2020). Algorithm is 

explained as following: 

Assume that Ωx is an incomplete data space, x 

is an incomplete data vector, 𝑓(𝑥 | θ) is the 

likelihood function for x and Ωy is completed data 

space, y is incomplete data vector, 𝑔(𝑦 | θ) is the 

likelihood function for y. Here, we assume that 

there is a 𝑦 → 𝑦(𝑥) form of connection from Ωx to 

Ωy and a likelihood function for this is expressed 

as follows (Zafer, 2006):  

𝑔(𝑦 | θ) =∫ 𝑓(𝑥 | 𝜃)
Ω𝑦(𝑦)

         (3) 

where Ωy(y) is the subspace of Ωx expressed with 

𝑦 → 𝑦(𝑥) equation. 

LLC(θ)= 𝑙𝑜𝑔 𝑓(𝑥 | θ)  function is a probability 

log function consisting of complete data and 

LLC(θ) = 𝑙𝑜𝑔 𝑔(𝑦 | θ) is a probability log function 

that consists of incomplete data. Likelihood log 

function stands for the logarithmic calculation of 

the likelihood of data belonging to clusters. 

Objective of EM algorithm is to find the maximum 

likelihood estimation (MLE) of θ. Here, θ is an 

unknown parameter vector searched to find the 

MLE. Maximum likelihood estimations are 

obtained by solving the LLC(θ) likelihood log 

function as a result of iterations.  

                    θ(k+1)= arg max
𝜃𝜖𝛩

𝐸[𝐿𝐿𝐶 (𝜃) | 𝑦, 𝜃(𝑘) ]        (4) 

Formula (4) is divided into two parts - steps E 

and M. In step E, conditional mathematical 

expectation and kth temporary values of the 

parameters are calculated based on the likelihood 

log function for the observed data: 

                     𝛷(θ|θ(k))= 𝐸[𝐿𝐿𝐶 (𝜃)| 𝑦, 𝜃(𝑘) ]             (5) 

In step M, value θ(k+1) that maximizes the 

Φ(θ | θ(k)) calculated in step E is found: 
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                     θ(k+1) = arg max
𝜃

 Φ(θ | θ(k)                  (6) 

Iteration continues until 𝐿𝐿( θ(k+1)) – 𝐿𝐿( θ(k)) 

difference, i.e. similarity difference between steps 

E and M reaches a minimum. 

2.3.2. Advantages and disadvantages 

The main advantage of the EM algorithm is its 

sustainability. Thus, it makes decisive estimations 

until the optimal result is obtained. After each 

iteration process, it is inevitable that the likelihood 

of recovery of hidden data will increase. In 

addition, it can be easily implemented despite the 

limitation in parameters (Zafer, 2006). 

The main shortcoming of the algorithm is very 

slow convergence when there is too much missing 

data, that is, the likelihood maximization process 

requires a long time. In addition, reduced stability 

against the values of initial parameters compared to 

other algorithms is also considered one of the main 

disadvantages of the EM algorithm (Zafer, 2006). 

3. Classification algorithms and their 

operating principles  

In machine learning, classification method 

means classification of objects or data into pre-

divided groups. Classification is the supervised 

learning method of machine learning.  This 

method classifies data into determined groups 

based on one or several common characteristics, 

and provides analysis of this data (Kesavaraj & 

Sukumaran, 2013).   Classification algorithms such 

as kNN, NB, DT are studied, analyzed and 

compared for intellectual analysis of log files. 

 3.1. kNN algorithm 

kNN is one of the most widely and commonly 

used algorithms in classification method. The 

kNN algorithm, considered one of the simplest 

algorithms in machine learning, is used for data 

classification. In addition, it is also used for 

regression. This algorithm classifies based on the 

similarity between the selected object and the 

closest object or objects to that object. 

3.1.1. Operating principle    

Operating principle is quite simple.  The 

classified object or data is assigned to one of the 

previously known classes. At this time, data 

selects and classifies k number of points closest to 

itself. (Ying et al., 2021). This process is explained 

more clearly below:   

1. Determination of the value of K parameter.  

Here, k number of nearest point must be 

reviewed when we say nearest neighboring 

points of the given point. For example, if k=5 

is determined, then nearest 5 points are 

reviewed.  

2. Calculation of the distance to the nearest 

points. At this stage, the distance between 

classified data and its nearest data is 

calculated. The distance is calculated using 

different methods. The most commonly used 

methods are Euclidean, Manhattan and 

Minkowski distances.  

3. After finding the k-number of nearest 

neighboring points of the given point using 

one of the abovementioned formula, the point 

is assigned to the group where number of 

class data prevails. Here, if there are 2 classes, 

a single number is assigned to k parameter in 

order to avoid equality. 

𝑑𝑖𝑠𝑡(𝑥, 𝑦) = (∑ |𝑥𝑖
𝑛
𝑖=1 − 𝑦𝑖|  𝑝)

1

𝑝   (7) 

Mathematical expression of Minkowski 

distance for finding the distance between two 

points is demonstrated (formula 6).  Here, if p=2, 

then we obtain Euclidean distance, if p=1 then we 

obtain Manhattan distance. Mathematical 

expression of Manhattan distance is as following: 

𝑑𝑖𝑠𝑡(𝑥, 𝑦) = ∑ |𝑥𝑖
𝑛
𝑖=1 − 𝑦𝑖|         (8) 

Operating principle of kNN algorithm is more 

clearly explained in Figure 6 (Altunkaynak, 

Başakın, Kartal, 2020). 
  

 

Figure 6. An example of kNN classifier. 
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Figure 6 depicts that a new object is included 

in the data set and this data is divided into 2 

classes. The goal here is to determine the optimal 

number of neighbors (k). If k=3, this object belongs 

to the triangular data class, and if k=5, to the square 

data class. In many problems of this type, choosing 

the optimal value of k is quite complicated. 

Because, when the value of k parameter is 

changed, the class which the included object 

belongs to also changes. This leads to inaccurate 

results. 

In general, if the value of k is very small, noisy 

data in the dataset will change the outcome of this 

problem significantly. On the other hand, giving a 

very high value to k also leads to slow operation 

of the algorithm and high use of computing and 

memory resources. This, in turn, lowers the 

quality indicator. 

The solution of this problem is quite complex. 

That is, despite the proposal of several 

approaches, desired outcome is not achieved. The 

most optional proposed solution method is 

following (Nadkarni & Prakash 2016): 

𝑘 = √𝑛                          (9) 

Here, k is the number of neighboring elements 

and n is the number of trained elements. 

3.1.2. Advantages and disadvantages 

Main advantage of this algorithm is simplicity 

of operating principle and interpretation of the 

algorithm, the possibility to change the algorithm 

by using the most suitable combination functions 

and metrics adjusting the algorithm for a specific 

task (Wang & Li, 2010).  

As for its shortcomings, the biggest 

disadvantage of the kNN algorithm is the difficulty 

to choose the correct number of k. Because the 

performance of the algorithm directly depends on 

the selection of the parameter k. Besides, the 

reduction of the operation speed of the algorithm in 

large volumes of data, use of high memory 

resources, and late completion of the process in 

terms of time are among main disadvantages of this 

algorithm. (Wang & Li, 2010).  

3.2. Naive Bayes algorithm 

Naive Bayes algorithm is an effective 

classification algorithm widely used in machine 

learning and intellectual data analysis. Operating 

principle of the algorithm is based on Bayes 

theorem (Abdullayeva & Ojagverdiyeva, 2021; 

Yang, 2016).  

Bayes theorem was developed by Thomas 

Bayes who lived in 1701-1761. This theory 

provides the connection between prior and 

posterior probabilities in probability distribution 

for a random variable. Bayes theorem is expressed 

using following formula (Abdullayeva & 

Ojagverdiyeva, 2021; Yang, 2016) 

                         𝑃(𝐴|𝐵) =
𝑃(𝐴) 𝑃(𝐵|𝐴)

𝑃(𝐵)
                     (10) 

 𝑃(𝐴|𝐵) – Probability of 𝐴 event is occuring 

given B is implemented  

 𝑃(𝐵|𝐴) - Probability of 𝐵 event is occuring 

given A is implemented 

 𝑃(𝐴) and 𝑃(𝐵) – Prior probabilities of 𝐴 and 

𝐵 events 

In the Naive  Bayes classifier, we know in 

advance, to which class the groups and training 

data belong to. An example of this is determining 

whether an arbitrary request sent to the network is 

an attack or not.  For this example, the classes in 

the learning set can be in the form of "attack" and 

"normal" queries. Naive  Bayes algorithm 

calculates the probability of all situations for given 

objects and classifies these objects according to the 

highest probability value. That is, using Bayes 

theorem the probability of all classes that classified 

data can belong to is determined, then the class 

with biggest posterior probability is selected  

(Abdullayeva & Ojagverdiyeva, 2021; Yang, 2016).  

3.2.1. Operating principle 

Let’s assume that 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} data set is 

provided and let’s hypothesize that 𝐶 =

{𝐶1, 𝐶2, … , 𝐶𝑚} class set is known in advance.  In 

this case, probability of object xi belonging to class 

𝐶𝑗 is as following according to formula (9) 

(Imamverdiyev & Nabiyev, 2014): 

                   𝑃(𝐶𝑗|𝑥𝑖) =  
𝑃(𝐶𝑗) 𝑃(𝑥𝑖|𝐶𝑗)

𝑃(𝑥𝑖)
                    (11) 

Where 𝑃(𝐶𝑗) – prior probability of data 𝑥𝑖 

belonging to class 𝐶𝑗 and determined based on 

definition provided below: 

Decision function for finding posterior 

probability in NB classifier is as following:  

             𝑑(𝑥𝑖) = 𝑎𝑟𝑔 𝑚𝑎𝑥 
𝑐∈𝐶

𝑃(𝑐|𝑥𝑖)                         (12) 
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It is possible to convert the decision function 

shown in (10) based on Bayes theorem: 

𝑑(𝑥𝑖) = 𝑎𝑟𝑔 𝑚𝑎𝑥 
𝑐∈𝐶

𝑃(𝑐|𝑥𝑖) 

         =    𝑎𝑟𝑔 𝑚𝑎𝑥 
𝑐∈𝐶

𝑃(𝑥𝑖 | 𝑐) 𝑃(𝑐)
𝑃(𝑥𝑖)

              (13) 

           =  𝑎𝑟𝑔 𝑚𝑎𝑥 
𝑐∈𝐶

 𝑃(𝑥𝑖  | 𝑐) 𝑃(𝑐), where 𝑃(𝑥𝑖) – is 

constant. 

As it is hypothesized that attributes are not 

interdependent in NB algorithm, calculation of 

𝑃(𝑥𝑖|𝑐) is simplified and can be written as 

following: 

                      𝑃(𝑥𝑖|𝑐) = ∏  𝑃(𝑥𝑖
𝑛
𝑖=1 | 𝑐)                    (14) 

At the end, decision function of NB classifier 

is as following: 

            𝑑(𝑥𝑖) = 𝑎𝑟𝑔 𝑚𝑎𝑥 
𝑐∈𝐶

∏  𝑃(𝑥𝑖
𝑛
𝑖=1 | 𝑐)                (15)           

3.2.2. Advantages and disadvantages 

NB algorithm is stable against incomplete data 

and is very simple in comparison with other 

classification algorithms.  Since, it is sufficient to 

learn training database only once and highly 

accurate results are provided with a small number 

of data.  In addition, the NB classifier is preferred 

for classifying large datasets, especially text-type 

data as it is linearly scalable (Abdullayeva & 

Ojagverdiyeva, 2021; Dilber, 2020).     

The most important disadvantage is that “zero 

probability” can occur. Zero probability is the case 

when searched sample is not found the dataset. 

The simplest method of avoiding it consists of 

assigning a minimal value to all data. Usually, this 

method is called Laplas method. In addition, 

connections between variables cannot be modeled, 

as it is hypothesized that their characteristics are 

not interdependent (Dilber, 2020).  

3.3. Decision tree algorithm 

The decision tree algorithm is one of the 

algorithms used in the classification and 

regression methods of machine learning and 

considered effective for the intelligent analysis of 

data. Decision tree is a method used to divide large 

data into small classes by passing them through a 

series of decision-making (question-and-answer) 

stages. The decision tree method achieves more 

successful results in terms of processing complete 

data than other statistical methods (Çalış, 

Kayapınar & Çetinyokuş 2014).  

3.3.1. Operating principle 

In a decision tree, data are classified from top 

to bottom, in other words, in a hierarchical form. 

A decision tree has three main components: root 

node, branch nodes and leaf nodes. Here, the leaf 

nodes demonstrate the final results of the 

classification. That is, leaf nodes themselves are 

not divided into other classes. Branch nodes are 

both the results of classification and are 

themselves classified into branch or leaf nodes. 

The root node is considered to be the primary 

object or data that needs to be classified. That is, it 

is not the result of any classification, and this is 

where the classification process initially begins 

(Figure 8) (Onan, 2015).   

   

 

Figure 8. An example of a decision tree and its 

components 

Algorithms such as ID3 (Iterative 

Dichotomiser 3), C4.5, Sliq (Supervised Learning 

in Quest), Sprint (scalable parallelizable induction 

of decision tree), CRT (classification and 

regression trees), CHAID (chi-square automatic 

interaction detection), REP (Reduced Error 

Prunning) Tree, Random Forest, Logistic Model 

Tree are used in construction of decision trees. 

These algorithms target minimization of 

classification error and indicators such as number 

of nodes and depth of tree (splitting) in order to 

build an optimal decision tree. Data is initially sent 

to one of these algorithms, then algorithms process 

this data and a decision tree is built. Built decision 

tree is applied to unclassified data and ensures 

finding classes for this data (Onan, 2015).  

In a decision tree, various measurement 

criteria are used to determine which node is a root, 
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branch, or leaf node. These criteria vary according 

to the algorithms used to build the tree. For 

example, “Chi-square test” implemented by 

CHAID algorithm, Entropy or “Information gain” 

implemented by C4.5 algorithm, and “Gini 

impurity” criteria used by CRT algorithm. Gini 

impurity criterion is most widely used among the 

methods analyzed and listed in this article and its 

formula is expressed as follows (Çalış, Kayapınar 

& Çetinyokuş 2014; Yang, 2016): 

                𝐺𝑖𝑛𝑖(𝐷) = 1 − ∑ 𝑃𝑖
2𝑘

𝑖=1                       (16) 
 

where 𝐷- is the data set, k- number of general classes, 

𝑃𝑖- occurring probability of created ith class. “Gini 

impurity” value of data on each category is 

calculated in Figure 9. As “Good blood circulation” 

class has the least impurity value, it is located at the 

root node of the decision tree and other nodes are 

determined in accordance with this rule (Figure 9). 
 

 

Figure 9. Classification of different categories of data in 

the decision tree based on “Gini impurity” criterion. 

3.3.2. Decision tree algorithms 

C4.5 algorithm was developed by Quinlan in 

1993 and is one of the most widely used decision 

tree algorithms today. This algorithm uses 

“Entropy” criterion to assign classes in the 

decision tree. C4.5 is also an improved version of 

the ID3 algorithm developed by Quinlan. Thus, 

with the proposal of this algorithm, it became 

possible to use numerical data in decision trees. In 

addition, since the ID3 algorithm does not 

consider missing data in the dataset and this 

shortcoming was eliminated in the C4.5 algorithm. 

Another advantage of the C4.5 algorithm is that it 

can work with both discrete and continuous 

attributes (Çalış, Kayapinar & Çetinyokuş 2014). 

CRT algorithm was developed by Breiman in 

1984.  In CRT algorithm classes are detected based 

on “Gini impurity” method. Algorithm can 

process both numerical and categorical data types 

(Çalış, Kayapinar & Çetinyokuş 2014). 

CHAID algorithm is the most widely used 

decision tree algorithm after the CRT algorithm. 

Here, the classes are determined by the "Chi-

square test" method (Çalış, Kayapinar & 

Çetinyokuş 2014).  

3.3.3. Advantages and disadvantages 

Main advantages of this method include the 

facility to understand, interpret, apply and 

integrate it into data base, its ability to work with 

both numerical and categorical data, fast and 

accurate obtaining of data (Onan, 2015; Çalış, 

Kayapinar & Çetinyokuş, 2014). 

On the other hand, the main disadvantage is 

its instability. Thus, a small change in the data set 

can lead to a change in the overall structure of the 

tree. In addition, calculations become very 

complicated when some data are uncertain or if 

many results are interdependent. (Onan, 2015; 

Çalış, Kayapinar & Çetinyokuş, 2014). 

4. Experimental results 

In order to evaluate the studied clustering and 

classification algorithms in terms of factors such as 

performance, accuracy, volume and time, their 

application on the KDD CUP 99 dataset was 

studied and a comparative analysis was carried 

out based on obtained results. 

KDD CUP 99 database was prepared by 

DARPA agency (Defense Advanced Research 

Projects Agency) of the United States Department 

of Defense. This data is used in order to detect 

anomalies in the network environment. Here, data 

is characterized as “network logs” (Tavallaee et al., 

2009). 

KDD CUP 99 database divides traffic into 5 

classes (4 attack and 1 normal) and overall classes 

include 41 features. Attack classes are 

characterised as DoS (Denial of Services), probing, 

U2R and R2L. In addition, there are 4898430 log 

rows in the database about traffic. Of these, 972 780 

were related to normal traffic and the rest to attack 

traffic. In total, these log lines included records of 

22 records on attacks and 1 record on normal 

traffic (Nabiyev 2018; Tavallaee et al., 2009). 
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4.1. Comparative analysis 

In order to evaluate the algorithms listed above, 

the experiments conducted on the basis of these 

algorithms and on KDD CUP 99 dataset were 

studied. Based on a series of studied experiments, 

each algorithm was comparatively analyzed based 

on various indicators (table 1, table 2). 

Table 1. Comparative analysis of clustering 

algorithms on KDD CUP99 (10% part) data set 

Table 2. Comparative analysis of classification 

algorithms on KDD CUP 99 (10% part) data set  

 

The number of records (rows) in Table 1 and 

Table 2 shows the number of log rows on traffic in 

KDD CUP 99 data set. Number of features means 

the number of features determining the 

measurement of records in dataset based on their 

characteristics. Performance time means 

performance period formed as a result of 

application of assigned calculation method, number 

of determined records and demonstrated algorithm.  

Table 3. EM algorithm results on 3 clusters 

 

 

The error percentage parameter indicates the 

accuracy of grouping the data into appropriate 

clusters or classes according to their characteristics. 

Table 3 shows clustered data based on the EM 

algorithm as an example of error percentage 

calculation. 

As seen from Table 3, several data were 

grouped in incorrect clusters. That is, here 3494 

records in DoS1 cluster (normal), 463 records in 

DoS2 cluster (normal) and 33 records (DoS1) in 

Normal cluster were wrongly clustered. Error 

percentage is calculated based on these exact data.  

𝑋𝐹 =
3493+463+33

488735
× 100% = 0.8162%  (17) 

In formula (16) the ratio of wrongly clustered 

records to total records according to the EM 

algorithm is shown, and as it can be seen, the 

obtained result corresponds to the error 

percentage indicator shown in table 1. Here, EP- 

stands for error percentage parameter. 

5. Conclusion  

In this article, a number of machine learning 

methods were studied and their comparative 

analysis was carried out in order to optimize the 

process of intellectual analysis of log files. The 

analysis process was performed in accordance 

with experiments conducted on the basis of 

several clustering and classification algorithms 

applied on the KDD CUP 99 dataset. At the end of 

conducted research and comparative analysis, it 

was determined that the CURE algorithm with a 

performance time of 10.23 seconds and an error 

percentage of 0.5031% showed the optimal result 

among the clustering algorithms, and the Naive  

Bayes algorithm showed a performance time of 

5.57 seconds and an error percentage of 11.68% 

among the classification algorithms. In the next 

article, it is planned to inspect all the methods on 

the same data set and examine the differences in 

the results of these methods.   
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