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GEOGRAPHICAL AND SIGNALING BASED ROUTING PROTOCOL
IN WIRELESS SENSOR NETWORKS

The main goal in wireless sensor nodes (WSNs)nsnonize energy consumption, computation
and communication between nodes. So far many ualgorithms were proposed for wireless
sensor networks. Early developed algorithms werénipaelated to topology-based routing

schema, where next hop was determined accordicgrrent stage of router. In wired network

topologies all routing information can be obtainexs all nodes in the network are

interconnected. But in wireless networks the sarmmeiple does not work well. That is why for

wireless sensor network different kind of routingtpcol is required. In this paper we didn’t

consider acknowledgement of delivery of packetdransport layer. We proposed routing

protocol schema that affects the energy consumgimh computations in the limited source
hardware.
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Introduction

Implementation of the state of the art protocold aetwork management designed for
traditional wireless network faces with some difftees in wireless sensor networks (WSNSs),
because of their unique characteristics. The mai@ g1 conventional wireless networks is
mainly focused on the quality of services, optirtima of response time, finding the best way
without data loss and etc. But in WSNs the primgogl is to minimize energy consumption,
computation and communication between nodes [l]caBge of hardware constraints,
transmission of radio signal covers only shortatise from the node, which in turn leads to
additional functionalities of sensor
nodes, i.e. devices act as routers and
end systems at the same time as given
in figure 1. Therefore they are prone
to communication failure [2].
Designing of network protocol for
monitoring and controlling
communication among sensor nodes
and mainly controlling of battery
usage are the important issues in
wireless sensor networks architecture.  Figure 1. Typical Wireless Sensor Networks.

Besides network protocols a network
management system is also important
concept in WSNSs.

A network management system designed for WSNs dhaalvide a set of management
functions that integrate configuration, operatiadministration, security and maintenance of all
elements and services of a sensor network. We foouprotocol design in the network and
physical layer that provide connectivity among semodes. System management is beyond the
scope of the paper.

The main task of WSNs is to observe and sense pmeman in the specific areas, to
gather required data periodically or automaticalhd to transmit them to the destination node
called the sink and after that the sink transféesrt to the administrator. Specifically, sensor
nodes should involve optimized network managementstin order to perform variety of
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management control tasks based on the data reckadother nodes [3, 4]. An example for
management control tasks might be shown a sampilgggency, switching node on and off,
wireless bandwidth usage, traffic management, fandhagement and others. It is essential to
find the shortest path from source node to the fiakconsumes less energy.

Network topology is also one of the factors thdeef network protocol design. Sensor
nodes are typically deployed in remote or harshditmms and the configuration of them are
changed dynamically. Therefore network protocolusthcallow the network to self-forming,
self-organise, and ideally to self-configure in #went of failures without prior knowledge of the
network topology [2]. However, most sensor netwagplications are designed with network
protocol in mind and thus no extra network layeaeguired.

So far many routing algorithms were proposed foreless sensor networks. Early
developed algorithms were mainly related to topplbgsed routing schema, where next hop
were determined according to current stage of rofe6]. In wired network topologies all
routing information can be obtained as all nodeghie network are interconnected. But in
wireless networks the same principle does not weell. That is why for wireless sensor
network different kind of routing protocol is reged [7].

Location based routing schema has been investigateshany researchers [8]. Several
novels geographic (also termed position-based)rgulgorithms have been proposed, which
allow routers to communicate each other based oatitsn coordinates [9-11]. Information of
physical location might be determined by means glohal positioning technique like GPS, or
relative positioning based on distance estimation imcoming signal strengths [12, 13].
Geographic routing requires that location informatof both of the nodes (source node that
gathered data, and destination node called sink theeives gathered data) should be
encapsulated in frames.

Moreover, location information of the sink shoulé lnnounced in advance. In this
research, we propose new location (geographicaedanetwork protocol design that will
address Network and MAC layers separately. For ltitypwe focused on signaling and GPS
location based routing protocol with acknowledgetreemd proposed algorithm for delivering
data over the sensor nodes from source node tgike In this paper we didn’t cover result
analysis of the model. In section 1 we covered gdn@formation about wireless sensor
networks, in particular, protocol stack and Sptar€oordinates with the GPS. In section 2 we
showed the proposed methodology. Finally in sectigive conclusion part of the paper.

Overview of WSNs

Wireless sensor networks are composed of a largdeuof small-sized devices scattered
through the area to be observed. They observphteomenon in the area, gather data and send
them to the station called the sink. The sink isnd@rmediary between system administrator and
sensor nodes. A connection type between the sidkrenadministrator might be a regular wired
line (i.e, internet) or any Ad-Hoc technology basmd the IP connection. Sensor network
applications use a data-centric approach that veewstwork as a distributed system consisting
of many autonomously cooperating sensor nodes fij,of which may have a role in routing,
data gathering, or data processing. Each nodeptdss role of router, so that they forward any
receiving data, unless this doesn’t belong to drtaem.

Gathering data can be also handled by the sinlgelmeral there are several ways of
gathering data; it might be either periodically,s@msing time or event-driven.

The data gathering application requires sensorstaperiodically report their data to the
base station. In the event-driven application, sodely send data when an event of interest
occurs.
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Management Functionality

The function of network management systems is taitooand control a network. These
activities are wide ranging, and in this sectionalgssify existing sensor network management
systems in terms of the functionality they provi8gstems for sensor networks that are based on
traditional network management systems include BASFand MANNA [16]. BOSS serves as
a mediator between UpnP networks and sensor ndieSINA provides a general framework
for policy-based management of sensor networks. BNM7] provides network topology
extraction algorithms for retrieving network stafgher researchers have designed novel routing
Protocols for network management. For example, Tep[l8] and STREAM [19] are used in
sNMP for extracting network topology, RRP [20] usegone flooding protocol, SNMS [21]
introduces the Drip protocol, and WinMS [22] is &édson the FlexiMAC protocol. Fault
detection is an important focus of the systems ZB,[Sympathy [24], MANNA [25], and
WinMS [22]. TinyDB is a query-based interface thows the end user to retrieve information
from sensor nodes in a network. MOTE-VIEW alsow#ahe end user to control sensor node
settings such as transmission power, radio frequeama sampling frequency.

In these systems the central server analyses dd&xted from the network. The main
disadvantage of such passive monitoring schenthatishey are not adaptive to current network
conditions, and provides no self-configurationhie event of faults. The end user must manually
manage the network and interpret the graphicakssmtation of collected data.

According to [26] management functionality consistispower management, mobility
management, task managememower management controls trade-off between gnerg
consumption and computational task. Therefore wiglsigned and energy-aware network
protocols are required that demanded less compuatéty using limited sources, for example,
controlling of retransmission of data packets, itugron/off of nodes. Routing protocol is more
efficient part that makes intermediary nodes tum amd off. Therefore it should be well
designed in order to minimize the activation of e®dand transmission period. Mobility
management is due to the use of location awareadsthecognizes the removal of the node and
records it. Thus the trail of the moving node W# followed and it will be managed if needed.
Task management is to control task order in theergpeeue. It might involve either normal data
gueue or task management queue. But this taske@atton some of the nodes which are more
reliable or have fewer tasks to do or have moregnéiowever, the nodes in a sensor network
can work together with energy aware methods antk e data in a moving sensor network and
commonly use the sources among the nodes. Genargigament functionality is shown in
figure 2 [26].

Protocol Stack

As we mentioned above main function of tr
sensor node is to collect observed data and forw z |
them to the sink and vice verse. Here the sink ¢ Application Layer s|g |%
route gathered data through the internet to I
administrator. The protocol stack used by the si | Transportlayer =z |2 |3
and all sensor nodes is given in figure 2 [26]. Network Layer § g |3

The protocol stack consists of the applicatic e |2 |7
layer, transport layer, network layer, data linkelg Data Link Layer s |3 |~
physical layer. In application layer different tygpef bhysical L -
software are deployed related to functionality fod t yoleal aver

sensor. The_transport layer controls data flow frc Figure 2. The sensor network profocol stack and
the application layer to lower layers. It coNntro uagement functionality.
number of segments of whole data and Ic-
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combination of arriving packets. The network latgkes care of routing the data supplied by the
transport layer. Since the environment is noisy aadsor nodes can be mobile, the MAC
protocol must be power aware and able to minimialis;on with neighbors’ broadcast.
Creating frames, packet modulation, transmissiahrageiving techniques are take place in the
physical layer addresses. In this research wenégeested in the network and Physical Layer.

Proposed Method
GPS based distance coordination

In this section we develop simplified formulas fording the distance between two points
on the earth. The coordinates of each of the twotpdn the GPS system are given in the form
AA.AAA degrees, BB.BBB minutes. This is the formedsby many Global Positioning Systems.
We use a simplified model of the earth. In this eldtie earth is a sphere whose radius is 6367
kilometers. Because the earth is not a sphere niudel is somewhat inaccurate. For our
purposes, in WSNs distance among nodes is measureéters, that is why it is a good first
approximation. The first step is to convert the sugaments of latitude and longitude into a
more usable form. Since there are 60 minutes iegaeg, the number of degrees is given by

DEGREES = AAAAA + BB.BBB / 60

We use spherical coordinates in this paper. Therdigbelow compares spherical
coordinates (in degrees) with latitude coordinattespherical coordinates we measure the angle
a from the North Pole. Thus, the North Pole corresisotoe=0; the equator ta =90 degrees;
and the South Pole t0=180 degrees (figure 3).

Thus, the following formula converts from latitudrpressed in degrees daexpressed in
radian.

T
(90 — latitude) ——, if latitue is North

o= 172T30

(90 + latitute) 180" if latitue is South

In spherical coordinates we measure the afidie radian) starting at the prime meridian
(longitude 0) and moving east. Thus

T
longitude X ——, if longitude is East
9 = 1%0
—longitude X 180" if longitude is West

Next we want to express the location of a poinCartesian coordinates with the origin at
the center of the earth, the North Pole at thetggorth Pole = (0, 0, 6367 kilometerand the
positivex-axis going through the prime meridian. The coneer$ormulas are:

X = 6367 (co®) (sina)
y = 6367 (sird) (sina)
Z = 6367 (cos)
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North Pole
a=0; latitude=90 N

N 2=435; latitude=45 N

Equator
o=90; latitude=0

a=135;
latitude=45 S

South Pole
o=180; latitude=90 S

Figure 3 Values of the angle a from the
North Pole and latitude on the Earth

Using these formulas we can determine the Cartesiardinates of any point from its latitude
and longitude. For example, the Cartesian coordsat two points given in GPS system, say

4= {35 degrees 17.299 minutes North and
N 120 degrees 39.174 minutes West

and

B = {46 degrees 36.003 minutes North
" (112 degrees 02.330 minutes West’

are as below:

A B
X 2650 -1641
y=  -4471 -4055
z 3678 4626

The distance between these two points is 1,446nlgters, but this distance is the straight
line distance through the earth.
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Signaling Based Routing Protocol Methodology

As we mentioned above a sensor networks technataye wide range of application
areas, where they have specific properties andraeiffecting designing of network topology
such as location of usage, unattainablity, and®te. proposed model is based on geographical
location in order to determine a routing path freaqurce node to a sink. For that purpose all
sensor nodes in an observation area
need to be embedded GPS
equipment on it. In general, energy
consumption of GPS hardware is
too low and therefore effect of it to
energy stability of whole system is
measured as 0.5%-1% within the

period of 2 - 3 years from

deployment [27] In the model A YA
proposed, time for activation of ' Sensor
GPS equipment, searching for a nodes

location update, gathering location

coordinates and storing data in the  Figure 3. General view of the model

specific file can be manually set up

by administrators. In stationary
system an ideal period of update is once a
week that will lead to very less energy
consumption.

Table 1. List of variable used in the algorithi

>

In this model we proposed a
signaling based routing protocol, where
Distance between the node transmitting _Slgna“ng am(_)ng nelghbor nodes are need
packets and the sink. Here distance i$ n Ol’del’ tO f|nd the C|OS€St nOde tO the
5 megsrt]lred based 0(;1 Spheric?l ?oordinatz 5 sink. After that gathered or arrived data is
and the GPS coordinates calculation, an f e
refers o direct Nk between them as transmitted to the specified node: For that
shown in figure 2.3 reason, source node send signaling packet

that includes GPS coordination of the

Variable Defination

Fops __GPS coordinates of the sink__ sink, and its destination to the sink. Here
Distance error in each node. Sometimes . .
GPS Coordinates |S not accurate and |n the GPS Coordlnates Of the Slnk ShOUld be
order to compensate error in comparison manually stored into the nodes that sense
A of distances of each node to the sink this a phenomenon. As intermediary nodes
variables are used. This value can be
manua”y set up in each node by accept the frames Where the GPS
administrator or can be set up with some coordinates of the sink are given, to record
default value. . them in the intermediary nodes is not
It controls whether the next hop is the| il h de th b
b sink. Ifb; is equal tdl then the next node necessarily. The source node that observes
' is the sink, otherwise it is an intermediary phenomenon  gathers data. After
: node segmentation process in transport layer,
Radius of coverage area of each senspr ackets are created in network laver
ri node. Y y

followed by the procedure of
encapsulation of packets into frame.
Before sending packet, source node sends
signal that includes GPS coordinates of
the sinkrgps(definition of variables are given in Table 1), afimanually installed to each node
by administrator, distance between the node tratisgnipackets and the sing and by, that
shows whether the next hop is the sinkbilfis equal tol then the next node is the sink,
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otherwise it is an intermediary nod&.andrgpsare unique parameters to find out sender nodes
transferring packets. The source node give zet® & an initial value and then broadcasts it to
its neighbors. When each intermediary sensor noelesives packets they control whether it
belongs to them or not by usingesparameters. If it belongs then the destination ftbdesink

put value one and transfer it back to the senddend/hen sensor nodes accept the signal, they
calculate their distance till the destination ndide-sink, and send this value includibg
parameter back to the destination node. When theesenode accepts the signal from neighbor
nodes it calculates the next nearest node to theveith the following method. The node finds
the min d; by using Spherical Coordinates that satisties).Ad; (i is for a node transferring
packets and) is for a node receiving packets), then the node entaties frame including GPS
coordinates of" node and transfers the packet fflemode. When nodes, in the vicinity of the
sender nodes, accept the packet, they will cotb®lGPS coordinates in order to determine
whether the packets belong to them or not. Thishaeism will go on till the packets reach to
the sink. Figure 4 gives general view of the modelrthermore, it should be considered in
network design that some of the intermediary nodest be in the coverage area of other sensor
nodes in order to create a communication chain fileensource node to the sink. The proposed
model with the unique characteristics of simplenaljng method facilitates of calculation and
transferring of packet. Since we don’'t considernasidedgement in transport layer, signaling
process before sending packet is required whids iturn makes communication easier.

Conclusion

In this article, the overall view of sensor netwsritesign, protocol stack, routing protocol
was presented. Besides the sensor management systgiewed in this chapter have been
discussed. The systems are characterized by tbeiempconsumption, memory consumption,
bandwidth consumption, fault tolerance, adaptahilind scalability, routing protocols and etc.
None of the reviewed systems provides a fully irdegd view of all sensor network
management design factors. We touched the problemata transmissions over WSNs in
general, and the particular network design was gme@. Wireless sensor networks are
composed of a great number (which may reach thais$af small sensors and low-cost nodes
with high capabilities, low energy storages andtkeh hardware computation. Therefore routing
protocol should be designed so that energy consam less and existing hardware is able to
carry out the computational issues. Proposed mimietensor networks has new control and
observing models which find the location of nextles by simply sending signaling messages.
In this paper we didn’t consider acknowledgemendiefvery of packets in transport layer. We
proposed routing protocol schema that affects tle¥gy consumption positively and decreases
computation in the limited sourced hardware.
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Simsiz sensogabakalarind 3 cografi va signallasma asasli yonbndirm a protokolu

Simsiz sensorsobokalorinds osas prioritet rasolslor enerji istifadsinin  w hesablama
omoliyyatlarinin azaldilmasindan ikddir. Bu gt godar bir gox yonbndirmo protokollari dklif
olunmudur. Toklif olunan modebbrin oksoriyyati 6ncodon molum olan topologiya sistenun
asaslanir v bunun nticasind do ndvheti addimi asanliglasyin etnok olur. Lakin simsiz sensor
sobokalorinds novieti addimi mplum olmadgindan, simli sobokolords istifade olunan
topologiyalarin bu sistersids totbigi mimkin olmur. Bunun dg¢in simsiz sengdiokalari Gglin
yeni yonbndirmo protokollarinin #rtib edilmosino ehtiyac var. Bu mgabds simsiz sensor
sobakalari tGglin yeni yordndirmo protokolu tklif edilmisdir. Toklif olunan protokol c@rafi vo
signallgmaosasli olub, enerji istifaginin azaldilmasinomin edir.

Acar s0zbr: simsiz sensagabokalari, yonlandirme protokolu, protokol sistenli, simsizsaboka
idaraetnp sisbmlori.
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IIpoTrokoJ mapmpyTH3anun B 0eCNIPOBOJAHBIX CEHCOPHBIX CeTAX HA reorpaguyeckoi

U CUTHAJILHOM OCHOBeE

OcHoBHo#t 11ept0 B WSNS sBiIsIeTcs MUHUMM3AIUS TTOTPEOJICHUS SHEPTHH, BBIUMCICHUU W
KOMMYHHUKAIMi Mexay y3namu. Ha manHbeld MOMEHT Al OECIPOBOAHBIX CEHCOPHBIX CETEl
ObUTM TPEeUIOKEHbl MHOTHE aJTOpPUTMbI MapuipyTuzauuu. Panee paspaOoTaHHBIE alrOPUTMbI
OBUTH B OCHOBHOM CBSI3aHBI CO CXEMOW MapIIpyTH3aI[UU HA OCHOBE TOTOJIOTHH, TJE CICTYIOIINI
X0 OBLT OMpeeNieH B COOTBETCTBHHM C HBIHEIIHMM 3TaloM MapuipyTtuzatopa. B tomomoruum
MPOBOAHBIX ceTell BCs MH(MOpMAILUS MapIIPyTU3AUA MOXKET OBITh MOJyueHa Oiarogaps TOMYy,
YTO BCE Y3JIbl B CETH CBs3aHbI Mexay co0oil. Ho B O6ecrpoBOIHBIX CETSAX TOT e MPUHLHUI
paboTaet He 0YeHb XOpoIIo. IMEHHO mo3TOMY /i OECIIPOBOIHBIX CEHCOPHBIX ceTeit Tpedyercs
MPOTOKOJI MapUIpyTH3allud Jpyroro Buga. B 93Toil cratbe MBI HE paccMaTpuBaeM
MOATBEPKJICHUE JIOCTABKM IMAKETOB HA TPAHCHOPTHOM YpOBHE. MBI MNPEMIOKUIN CXEMY
MPOTOKOJIa MapUIpyTH3alWu, KOTOpas BIWSET Ha MOTpeOJeHHE SHEPruu M BBIYMCICHUS B
anmnaparax ¢ OrpaHUYEHHBIMH PECypCamH.

Knrouesvie cnosa. 6OecnposoOHvlie ceHcOpHble cemu, NPOMOKONL MAapuipymuzayuu, cmexu
NPOMOKON08, YNPAGIEHUE CEMBIO.
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