APPLICATION OF ARTIFICIAL NEURAL NETWORK IN OPTIMAL PURSUIT PROBLEM WITH RESPECT TO DOMAIN

In the present paper, the convex domain’s space is constructed and a scalar product is introduced. The derivative of a domain function in this space is defined. Using this approach, a method is proposed to investigate an optimal control pursuit problem with respect to domain. Unlike the traditional problem, here the controller and trajectory are a domain at each moment of time. In other words, controller and trajectory are a domain function. At first we show the existence of the solution of Cauchy problem where the process is described, and then prove the maximum principle for the considered optimal control problem. Using the obtained results, we offer an algorithm for its numerical solution and train it to neural network.
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1. Introduction

Wide classes of practical problems are reduced to studying the change of the form of the considered object or body in time. Diffusion processes, the processes of ecology and biology, the problems on change of the form of a body subject to temperature, different problems of elasticity theory and etc. are among these problems [1, 2]. As a rule, while investigating these problems, the change of separate points of a body in time is studied. But, sometimes, a great importance is directly change of the form of a body instead of the change of separate points. Besides, while studying the change of separate points of a body, there arises necessity to accept some additional assumptions. This reduces to inadequacy of the constructed mathematical model of the process and real description of the object under investigation.

Here, we use a new variation notion of domains given in the paper [3] and define the change of the form of a body in time, i.e. define the change velocity of domain. Therefore, this enables to write equations characterizing the motion of domain. Thus, if in traditional mathematical models the process was characterized by the motion equations of a point, in the second approach the process is characterized by the motion equation of the domain. Our aim is to develop the traditional pursuit problem to the considered case and using the results obtained for this problem to create neural networks enabling to study such problems.

2. Space of convex domains

We define a space of domains at first. Denote by $M$ the set of all convex bounded domains $D \subset \mathbb{R}^n$.

Consider the addition and multiplication operations by non-negative number in $M$ for any $A, B \in M$ as follows:

$$A + B = \{c = a + b; a \in A, b \in B\},$$

$$\lambda A = \{\lambda a : a \in A\}, \quad \lambda \geq 0.$$

Note that $M$ is not a linear space (the subtraction operation is not defined in $M$). Let’s take the pairs $(A, B) \in M \times M$ and define the operations:

$$(A_1, B_1) + (A_2, B_2) = (A_1 + A_2, B_1 + B_2),$$

$$\lambda (A, B) = (\lambda A, \lambda B), \quad \text{if} \quad \lambda \geq 0,$$

$$(-1) \cdot (A, B) = (B, A),$$

$$(A, B) = (C, D) \quad \text{if} \quad A + D = B + C$$
As a zero element of this space we take the pair \((0,0)\), i.e. the set of elements \((A, A)\), \(A \in M\). The set of all pairs \((A, B) \in M \times M\) forms a structure of a linear space. Below we will introduce a scalar product on this space. For any \(A \in M\) the function

\[ P_A(x) = \sup_{l \in A} (l,x), \quad x \in \mathbb{R}^n \]  

(1)
is called a support function of the set \(A\). This function is continuously convex and positive-homogeneous, i.e. \(P_A(\lambda x) = \lambda P_A(x), \ \lambda \geq 0\). Moreover, it is known [4] that for each continuously convex positive-homogeneous function \(P(x)\) there exists a convex bounded set \(A \in M\) such that

\[ P(x) = P_A(x). \]

The set \(A \in M\) is reconstructed as a subdifferential of the function \(P_A(x)\) at the origin [4], i.e.

\[ A = \partial P_A(0) = \{l \in \mathbb{R}^n : P_A(x) \geq (l,x), x \in \mathbb{R}^n\}. \]

(2)

Let’s take any \(a = (A_1, A_2), \ b = (B_1, B_2)\), \(A_i, B_i \in M, \ i = 1,2\), and define the scalar product as

\[ a \cdot b = \int_{S_B} p(x)q(x)dx. \]

(3)

Here, \(p(x) = p_{A_i}(x) - p_{A_1}(x), \ g(x) = p_{B_i}(x) - p_{B_1}(x)\), where \(p_{A_i}(x), p_{B_i}(x)\) are support functions of the sets \(A_i, B_i\), respectively; \(S_B\) is a surface of a unit ball \(B\). It is natural to define a norm in this space as

\[ \|a\|_{ML_2} = \sqrt{a \cdot a} = \left( \int_{S_B} (p_{A_i}(x) - p_{A_1}(x))^2 dx \right)^{1/2}. \]

(4)

Note that for the one-dimensional case \(n = 1\), the formula (3) turns to

\[ a \cdot b = p(-1)g(-1) + p(1)g(1). \]

It can be shown that this definition satisfies all requirements of a scalar product. We denote this space by \(ML_2\). The distance between the sets \(A \in M\) and \(B \in M\) is defined as the norm of \((0,0) - (0,0) = (A, B)\).

Let at the time \(t \in [0,T]\) the area under investigation be in the form \(D(t)\). We define the speed of the evolution of the domain \(D(t)\) as:

\[ \frac{\partial P_{D(t)}(x)}{\partial t} = \lim_{\Delta t \to 0} \frac{P_{D(t+\Delta t)}(x) - P_{D(t)}(x)}{\Delta t}, \quad x \in S_B. \]

If there exist the domains \(V_1(t), V_2(t) \in M, \ t \in [0,T]\) such that

\[ \frac{\partial P_{D(t)}(x)}{\partial t} = P_{V_1(t)}(x) - P_{V_2(t)}(x), \]

(5)

we write \(\dot{D}(t) = (V_1(t), V_2(t)) \in M \times M\). For instance, if \(D(t) = B\) is a ball of radius \(t\), with the center at the origin, then \(P_{D(t)} = t \cdot \|x\|\). In this case, \(\dot{D}(t) = (B_1, 0)\). If \(D(t)\) is defined as follows

\[ D(t) = \{(x_1, x_2) : 0 \leq x_1 \leq at, 0 \leq x_2 \leq bt\}, \]

then \(\dot{D}(t) = (D(1), 0)\).

For any \(t\) let’s consider the pair \(d(t) = (D_1(t), D_2(t)) \in M \times M\). Writing \(d(t) = (D_1(t), 0) - (D_2(t), 0)\), provided \(d_1(t), d_2(t) \in M \times M\) we can define

\[ \dot{d}(t) = \dot{d}_1(t) - \dot{d}_2(t) \in M \times M. \]
3. Problem statement

Now let’s assume that the motion of the object under investigation is described by the following system of equations:

\[
\dot{Y}(t) = a_1(t)Y(t) + b_1(t)V(t), \quad Y(0) = Y_0, \tag{6}
\]

\[
\dot{Z}(t) = a_2(t)Z(t) + b_2(t)V(t), \quad Z(0) = Z_0. \tag{7}
\]

Here, \(a_i(t), b_i(t), i = 1, 2\), are the given functions, \(Y_0, Z_0 \in M_0\) are the given closed convex bounded sets, \(V(t)\) is a controller and a closed convex bounded set for each \(t \in [0, T]\). This function is said to be a domain function. We’ll show that under certain conditions the solution of problem (6)–(7) is also a closed convex bounded set. By \(U\) denote a set of controls \(V(t) \in V_0, t \in [0, T]\) such that \(V(t) \in L_2(0, T)\). In other words,

\[
U = \{V = V(t) \in U_0, \quad \forall t \in [0, T], \quad \|V(t)\| \in L_2(0, T)\}. \tag{8}
\]

Here, \(U_0\) is a convex subset of the class of a closed convex bounded sets \(M\).

Our aim is to find a domain function \(V(t) \in U\) giving minimum to the following functional

\[
J(v) = \|Y(T) - Z(T)\|^2 + \mu \int_0^T \|V(t)\|^2 dt \rightarrow \min,
\]

where, \(\mu \geq 0\) is a given number.

We consider the existence of a solution from the class of closed bounded domain functions of problem (6), (7) for arbitrary \(V(t) \in U\) at first.

**Theorem 1.** Let \(b_i(t) \geq 0, i = 1, 2, \quad t \in [0, T]\). Then, for arbitrary \(V = V(t) \in U\) problem (6), (7) has a unique solution in the class of closed convex bounded domain functions.

**Proof.** Take an arbitrary \(V = V(t) \in U\) and consider the following function

\[
P(x; t) = \exp \left[ \int_0^t a_1(\tau)d\tau \right] P_{Y_0}(x) + \int_0^t b_1(\tau) \exp \left[ - \int_0^\tau a_1(s)ds \right] P_{V(\tau)}(x) d\tau \right]. \tag{10}
\]

By verifying we can see that the function \(P(x; t)\) is a solution of the problem

\[
\frac{\partial P(x; t)}{\partial t} = a_1(t)P(x; t) + b_1(t)P_{V(t)}(x), \quad P(x; 0) = P_{Y_0}(x). \tag{11}
\]

As \(V(t)\) is a convex set for \(Y_0\) and each \(t \in [0, T]\), their support functions \(P_{Y_0}(x), P_{V(t)}(x)\) are convex and homogeneous functions.

Show that if \(a(t) \geq 0\), then \(\int_0^t a(s)P_{V(t)}(x)ds\) is convex with respect to \(x \in R^n\). Indeed, for an arbitrary \(x_1, x_2 \in R^n\),

\[
\int_0^t a(s)P_{V(t)}\left(\frac{x_1 + x_2}{2}\right)ds \leq \int_0^t a(s)\left[\frac{1}{2}P_{V(\tau)}(x_1) + \frac{1}{2}P_{V(\tau)}(x_2)\right]ds =
\]

\[
= \frac{1}{2}\int_0^t a(s)P_{V(t)}(x_1)ds + \frac{1}{2}\int_0^t a(s)P_{V(\tau)}(x_2)ds.
\]

Taking this into account, it is clear that the function \(P(\tilde{x}; t)\) determined as (10) is a convex homogeneous function. Then, there exists a convex, bounded domain function \(Y(t)\) such that
Taking into account relation (11), it is clear that \( Y(t) \) is a solution of problem (6). In the same way, we can show that problem (7) has a unique solution. The theorem is proved.

4. Maximum principle

Assume \( \Psi = (\Psi_1(t), \Psi_2(t)) \) is a solution of the following problem

\[
\begin{align*}
\Psi_1(t) &= -a_1(t)\Psi_1(t), \quad \Psi_1(T) = -2[Y(T) - Z(T)], \\
\Psi_2(t) &= -a_2(t)\Psi_2(t), \quad \Psi_2(T) = -2[Y(T) - Z(T)].
\end{align*}
\]

Problem (12), (13) is a problem conjugated to problem (6)–(9). Since \( Y(T) \in M, Z(T) \in M \), in the same way we can show that \( \Psi_1(t) \in M \times M, \Psi_2(t) \in M \times M, t \in [0, T] \). Now, for the given problem prove the following theorem that is the analogy of the maximum principle.

**Theorem 2.** Let \( V^*(t) \in M \) be an optimal solution of problem (6)–(9). Then, the following relations are satisfied for almost all \( t \in (0, T) \),

\[
b_1(t)v^*(t) \Psi_1^*(t) + b_2(t)V^*(t) \Psi_2^*(t) - \frac{\mu}{2} \left\| V^*(t) \right\|^2 = \max_{V \in U_0} \left\{ b_1(t)V \Psi_1^*(t) + b_2(t)V \Psi_2^*(t) - \frac{\mu}{2} \left\| V \right\|^2 \right\}, \quad \forall t \in (0, T), V \in U_0.
\]

Here, \( \Psi_i^* = \Psi_i(t), i = 1, 2 \) is a solution of conjugated problem (12)–(13) corresponding to \( V^* = V^*(t) \).

**Proof.** Take the two possible variants as \( \{V(t), Y(t), Z(t)\}, \{\overline{V}(t), \overline{Y}(t), \overline{Z}(t)\} \) and make the following denotation

\[
\Delta Z(t) = Z(t) - Z(t), \quad \Delta Y(t) = Y(t) - Y(t), \quad \Delta V(t) = V(t) - V(t).
\]

It is clear that the following relations will be satisfied:

\[
\begin{align*}
\Delta \dot{Y}(t) &= a_1(t)\Delta Y(t) + b_1(t)\Delta V(t), \quad \Delta Y(0) = 0, \\
\Delta \dot{Z}(t) &= a_2(t)\Delta Z(t) + b_2(t)\Delta V(t), \quad \Delta Z(0) = 0,
\end{align*}
\]

Multiply equation (16) by the functions \( \Psi_i(t) \in M \times M, \forall t \in [0, T] \), integrate and sum. Then

\[
\begin{align*}
&\int_0^T \left[ \Delta \dot{Y}(t) \Psi_1(t) - a_1(t)\Delta Y(t) \Psi_1(t) - b_1(t)\Delta V(t) \Psi_1(t) \right] dt + \\
&+ \int_0^T \left[ \Delta \dot{Z}(t) \Psi_2(t) - a_2(t)\Delta Z(t) \Psi_2(t) - b_2(t)\Delta V(t) \Psi_2(t) \right] dt = 0.
\end{align*}
\]

Taking into account initial conditions we get:

\[
\begin{align*}
\Delta Y(T) \Psi_1(T) - &\left[ \int_0^T \left( \Delta \dot{Y}(t) \Psi_1(t) + a_1(t)\Delta Y(t) \Psi_1(t) \right) dt \\
&+ \int_0^T b_1(t)\Delta V(t) \Psi_1(t) dt \right] + \\
&- \int_0^T \left( \Delta \dot{Z}(t) \Psi_2(t) + a_2(t)\Delta Z(t) \Psi_2(t) \right) dt - \\
&- \int_0^T b_2(t)\Delta V(t) \Psi_2(t) dt = 0.
\end{align*}
\]

Now, calculate the increment of functional (9)
\[\Delta J \equiv J(V) - J(V) = 2(Y(T) - Z(T)).[\Delta Y(T) - \Delta Z(T)] + \]
\[+ \mu \int_0^T \|V(t)\|^2 dt - \mu \int_0^T \|V(t)\|^2 dt + \max_{t \in [0,T]}\|\Delta Y(t)\|\] . \hfill (19)

Here, we make denotation \(\|\Delta Y(t)\| = \|\Delta Y(t,0)\|\). Add relation (18) to (19), (Take into account that right hand side is equal zero). Then
\[\Delta J = 2(Y(T) - Z(T)) \cdot [\Delta Y(T) - \Delta Z(T)] + \Delta Y(T) \cdot \Psi_1(T) - \]
\[- \int_0^T \Delta Y(t) \cdot \Psi_1(t) + a_1(t)\Delta Y(t) \cdot \Psi_1(t)\] dt + \[\int_0^T b_1(t) \Delta V(t) \cdot \Psi_1(t) dt +
+ \Delta Z(T) \cdot \Psi_2(T) - \int_0^T [\Delta Z(t) \cdot \Psi_2(t) + a_2(t)\Delta Z(t) \cdot \Psi_2(t)]\] dt - \[\int_0^T b_2(t)\Delta V(t) \cdot \Psi_2(t)\] dt + \[\mu \int_0^T \|V(t)\|^2 dt - \mu \int_0^T \|V(t)\|^2 dt + o\left(\max_{t \in [0,T]}\|\Delta Y(t)\|\right) = 0.\]

Take into account that the functions \(\Psi_1 = \Psi_1(t), \Psi_2 = \Psi_2(t)\) are the solutions of problem (12)–(13):
\[\Delta J = \mu \int_0^T \|V(t)\|^2 dt - \mu \int_0^T \|V(t)\|^2 dt - \int_0^T b_1(t)\Delta V(t) \cdot \Psi_1(t) dt + \int_0^T b_1(t)V(t) \cdot \Psi_1(t) dt - \]
\[- \int_0^T b_2(t)V(t) \cdot \Psi_2(t) dt + \int_0^T b_2(t)\Delta V(t) \cdot \Psi_2(t) dt + \int_0^T \left(\max_{t \in [0,T]}\|\Delta Y(t)\|\right) dt . \hfill (20)\]

From the form (10) of problem (6)–(7) it is clear that:
\[|P_{Y(t)}(x;V) - P_{Y(t)}(x;V)| \leq C_1 \int_0^T |P_{V(t)}(x) - P_{V(t)}(x)| d\tau,\]
\[|P_{Z(t)}(x;V) - P_{Z(t)}(x;V)| \leq C_2 \int_0^T |P_{V(t)}(x) - P_{V(t)}(x)| d\tau.\]

Here and further, by \(C_i = const, i = 1,2,\ldots\) we’ll denote positive constants.

Take this into account in (20) we get:
\[\max_{t \in [0,T]}\|\Delta Y(t)\|^2 \leq C_1 \left(\int_0^T |\Delta V(t)| dt\right)^2 , \quad \max_{t \in [0,T]}\|\Delta Z(t)\|^2 \leq C_2 \left(\int_0^T |\Delta V(t)| dt\right)^2 . \hfill (21)\]

Now, let \(\{V^*(t), Y^*(t), Z^*(t)\}\) be a solution of problems (6)–(9). Then
\[\Delta J = \mu \int_0^T \|V(t)\|^2 dt - \mu \int_0^T \|V^*(t)\|^2 dt - \int_0^T b_1(t)V(t) \cdot \Psi_1(t) dt + \]
\[- \int_0^T b_2(t)V(t) \cdot \Psi_2(t) dt + \int_0^T b_1(t)\Delta V(t) \cdot \Psi_1(t) dt + \]
\[+ \int_0^T b_2(t)\Delta V^*(t) \cdot \Psi_2(t) dt + \int_0^T \left(\max_{t \in [0,T]}\|\Delta Y(t)\|\right) dt \geq 0 , \quad \forall V \in U. \hfill (22)\]

Let \(t \in [0,T]\) be the Lebesgue points set [9] of the function
\[B(t)V^*(t) \cdot \psi^*(t) - \beta_1 \|V^*(t)\|^2 - B(t)V(t) \cdot \psi^*(t) + \beta_1 \|V(t)\|^2.\]
Take any number $\varepsilon > 0$ and $V \in U_0$. Select the following domain control:

\[
V(\tau) = \begin{cases} 
V, & \tau \in [t, t + \varepsilon] \\
V^*(\tau), & \tau \in [0, T] \setminus [t, t + \varepsilon]
\end{cases}.
\]

It is clear from (8) that $V = V(t) \in U$. Then, from (21) we get:

\[
\|Y(t) - Y^*(t)\|_{CF}^2 \leq \varepsilon C_1 \int_{t}^{t+\varepsilon} \|V(t) - V^*(t)\| dt,
\]

\[
\|Z(t) - Z^*(t)\|_{CF}^2 \leq \varepsilon C_3 \int_{t}^{t+\varepsilon} \|V(t) - V^*(t)\| dt.
\]

Here,

\[
\|P\|_{CF} = \max_{x \in \Delta} |P_x(x)|
\]

Take this into account in (22). Then, divide

\[
\Delta J = \mu \int_{t}^{t+\varepsilon} \|P\|^2 dt - \mu \int_{t}^{t+\varepsilon} \|V^*(t)\|^2 dt - \int_{t}^{t+\varepsilon} b_1(t)V \Psi_1(t)dt + \int_{t}^{t+\varepsilon} b_1(t)V \Psi_1(t)dt - \int_{t}^{t+\varepsilon} b_2(t)V \Psi_2(t)dt + \int_{t}^{t+\varepsilon} b_2(t)V^* \Psi_2(t)dt
\]

into $\varepsilon \to 0$ and get relation (14). The theorem is proved.

5. Algorithm for numerical solution

For pursuit problems (6)–(9) we obtained an optimality condition in the form (14). This condition is an analogy of the maximum principle for the problem under investigation. Using the obtained optimality condition, give an algorithm for numerical solution of problems (6)–(9).

Step 1. Take the initial domain $V^{(0)} = V^{(0)}(t) \in U$, solve problems (6)–(7) and find the domain functions $Y^{(0)} = Y^{(0)}(t), Z^{(0)} = Z^{(0)}(t)$.

Step 2. Taking these solutions into account in problems (12), (13), we find the solutions $\Psi_1^{(0)} = \Psi_1^{(0)}(t), \Psi_2^{(0)} = \Psi_2^{(0)}(t)$ of the conjugated problem.

Step 3. Having solved the following problem

\[
\int_{t}^{t+\varepsilon} [b_1(t)\Psi_1^{(0)}(t) + b_2(t)\Psi_2^{(0)}(t) - 2\mu V^{(0)}(t)] V(t) \to \max, \quad V = V(t) \in U,
\]

we find the domain function $V^{(0)}(t)$.

Step 4. The next domain function $V^{(1)} = V^{(1)}(t)$ is found from the following relation:

\[
V^{(1)} = (1 - \alpha)V^{(0)} + \alpha V^{(1)}, \quad 0 < \alpha < 1.
\]

Here, $\alpha$ may be selected by different ways. So, our main aim is to provide completion of the following monotonicity condition

\[
J(V^{(1)}) \leq J(V^{(0)}).
\]

The process is continued until some accuracy condition is satisfied. The accuracy condition may be as

\[
\left| J(V^{(1)}) - J(V^{(0)}) \right| < \varepsilon,
\]

\[
\left| V^{(1)} - V^{(0)} \right| < \varepsilon
\]

and etc. As the suggested method is similar to the conditional gradient method, under certain conditions its construction is shown in [10].
As it is seen, at each iteration, problems (6), (7) are solved in the second step, problems (12), (13) in the third step. To solve these problems discretize them. For that partition the segment $[0,T]$ into $n$ parts by the step $h = \frac{T}{n}$. In this case, we can write (6), (7) in the following way:

$$Y(i+1) = (1+ha_1(i))Y(i) + hb_1(i)V(i), \quad Y(0) = Y_0,$$

$$Z(i+1) = (1+ha_2(i))Z(i) + hb_2(i)V(i), \quad Z(0) = Z_0, \quad i = 1, n. \quad (24)$$

Notice that unlike the traditional problems, here $Y(i), Z(i)$ are convex sets for each $i = 1, n$. As it is seen, as the quantity $h = \frac{T}{n}$ is small, and $b_1(t) \geq 0$, $b_2(t) \geq 0$ and each new domain $Y(i), Z(i)$ found by the new method stated above is the sum of convex domains, they also will be convex domains. Thus, discrete problems (24), (25) may be solved for each control $V(t)$ selected in the first step. Unlike problems (6), (7), the domain functions $\Psi_1(t), \Psi_2(t)$ being a solution of problems (12), (13) will not be convex for each $t \in [0,T]$. For that, equation (12) may be written in the form:

$$\Psi_1^{(1)}(t) = -a_1(t)\Psi_1^{(1)}(t), \quad \Psi_1^{(1)}(T) = -2Y(T), \quad (26)$$

$$\Psi_1^{(2)}(t) = -a_1(t)\Psi_1^{(2)}(t), \quad \Psi_1^{(2)}(T) = -2Z(T).$$

Then, the solution of problem (12) may be shown in the form

$$\Psi_1(t) = \Psi_1^{(1)}(t) - \Psi_1^{(2)}(t).$$

Since $Y(T)$ and $Z(T)$ are convex domains, the domain functions $\Psi_1^{(1)}(t), \Psi_1^{(2)}(t)$ will be convex sets for each $t \in [0,T]$. In the same way, having written equation (13) in the form (26), we can show it as

$$\Psi_2(t) = \Psi_2^{(1)}(t) - \Psi_2^{(2)}(t).$$

Then, as it is seen, the functional (23) considered in the third step of iteration by the formula of scalar product (1) may be written in the form:

$$\int_{S_a}^T \left[ b_1(t) P_{\Psi_1^{(0)}(t)}(x) + b_2(t) P_{\Psi_2^{(0)}(x)}(x) - 2\mu P_{\Psi_1^{(0)}(t)}(x) \right] P_{V(t)}(x) ds \to \text{max}, \quad V = V(t) \in U. \quad (27)$$

Here,

$$P_{\Psi_1(t)}(x) = P_{\Psi_1^{(1)}(t)}(x) - P_{\Psi_1^{(2)}(t)}(x)$$

$$P_{\Psi_2(t)}(x) = P_{\Psi_2^{(1)}(t)}(x) - P_{\Psi_2^{(2)}(t)}(x).$$

Denote

$$A_0(t,x) = b_1(t) P_{\Psi_1^{(0)}(t)}(x) + b_2(t) P_{\Psi_2^{(0)}(t)}(x) - 2\mu P_{\Psi_1^{(0)}(t)}(x).$$

Then we can write problem (27) briefly in the form

$$\int_{S_a}^T A_0(t,x) P_{V(t)}(x) ds \to \text{max}, \quad V = V(t) \in U. \quad (28)$$

Thus, having solved discrete domain equation (24), (25) at each iteration we must find the maximum of the functional of the form (28). As equations (24), (25) are discrete, to minimize functional (28) we must discretize it. In this case, functional (28) may be written as follows:

$$\sum_{i=1}^m \sum_{j=1}^m A_{ij}^{(0)} P_{ij} \to \text{max}. \quad (29)$$
The condition in the set (8) may be written in different ways. For example, if $V = V(t) \in U_0$, this condition may be written as [5,6]

$$U_0 = \left\{ V \subset R^2 : V_0 \subset V \subset V_1 \right\}$$

$$P_0(x) \leq P_V(x) \leq P_1(x)$$

Here, $V_0$, $V_1$ are the given sets, $P_0(x)$, $P_1(x)$ are their support functions, respectively.

Discrete analogy of the considered condition may be written as

$$P_{ij}^{(0)} \leq P_{ij} \leq P_{ij}^{(1)}, \ i = 1, n, \ j = 1, m$$

(30)

6. Application of a neural network to numerical solution of the problem

Thus, in the second step of each iteration we must solve discrete domain equations (24), (25) and in the third step the linear programming problems in the form (29), (30). To solve these problems, many complexes of programs have been elaborated [9, 11]. Using these programs, the indicated problem may be solved. But, since discretization is carried out both with respect to $t$ and $x$, the solution of problems requires a long iteration process. Therefore, in some cases, it is expedient to solve such problems by a neural network. In spite of the fact that in this case, the artificial neural network training process is too long, a neural network is created once and it finds the solution of the considered problem very quickly [10, 11]. A neural network may be applied to each of the mentioned problems or both of them simultaneously. In order to apply a neural network to the solution of such type problems we give some remarks concerning the training process of a neural network. For that, consider the linear programming problems (29), (30). For training the multi-layer neural network, we need input and output data. Therefore, changing the coefficients both in the functional and restrictions, we carry out training process in a neural network. Here we notice that it is not necessary to carry out the training process by changing all the coefficients, i.e. the data $A_{ij}^{(0)}$, $P_{ij}^{(0)}$, $P_{ij}^{(1)}$, $i = 1, n$, $j = 1, m$. It is possible to retain a part of coefficients as data of our problem and change the other coefficients. Though for obtaining these data we spend much time for iteration, we can use the programs concerning linear programming problems. But a great number of variables causes to some rough errors in the obtained answers. This may reduce to some errors in the solution given by the created neural network as well [7, 8].

Taking into account what has been said, to get the input and output data denote arbitrarily a part of problem data satisfying the restrictions. It is easy to do this under restrictions (30). For example, a part of coefficients is taken as a zero. Assume that in this case the obtained restrictions are not empty. Notice that if the sets $V_0$, $V$ mentioned above are domains containing a zero, we can take the coefficients as a zero. Let $P_1, P_2, ..., P_s$ be new variables of the obtained small-dimensional problem. Then, we get the following small – dimensional problem:

$$\sum_{k=1}^{s} a_k^{(0)} p_k \rightarrow \max.$$  

(31)

$$p_k^{(0)} \leq p_k \leq p_k^{(1)}, \ k = 1, s.$$  

(32)

Here, the numbers $a_k^{(0)}$, $p_k^{(0)}$, $p_k^{(1)}$ are the values with respect to the appropriate indices $A_{ij}^{(0)}$, $P_{ij}^{(0)}$, $P_{ij}^{(1)}$, $i = 1, n$, $j = 1, m$. Notice that taking an aggregate of different variables as a zero, we can get a great number of such small – dimensional problems. Here, having chosen arbitrarily the data $a_k^{(0)}$, $p_k^{(0)}$, $p_k^{(1)}$, we solve problems (31), (32) by the known methods and get a solution corresponding to these data. So, we get any number of input data consisting of the aggregate of
The used neural network is non-liner “feed forward- distributed time delay-backpropagation” with levenbery-marqwardt algorithm (train LM) contain of three layers:

1\(^{\text{st}}\) layer is Input layer that contain 6 neuron and \textit{tansig} transfer function.

2\(^{\text{nd}}\) layer is Hidden layer that contain 12 neuron and \textit{tansig} transfer function.

3\(^{\text{rd}}\) layer is Output layer that contain 3 neuron and \textit{purelin} transfer function.

Now we can start to creating a neural network through command structure:

```matlab
NET=newff (minmax(P),[6,12,3],{'tansig','tansig','purelin'},'trainlm');
NET=init (NET);
NET.trainparam.mc=0.8;
NET.trainparam.show=70;
NET.trainparam.lr_inc=1.03;
NET.trainparam.epochs=500;
NET.trainparam.lr=0.02;
NET.trainparam.goal=1e-5;
[NET,tr]=train (NET,P,T);
```

Network =

Neural Network object:

architecture:
numInputs: 1
numLayers: 3
biasConnect: [1; 1; 1]
inputConnect: [1; 1; 1]
layerConnect: [0 0 0; 1 0 0; 1 1 0]
outputConnect: [0 0 1]
numOutputs: 1 (read-only)
numInputDelays: 0 (read-only)
numLayerDelays: 0 (read-only)
subobject structures:
inputs: {1x1 cell} of inputs
layers: {3x1 cell} of layers
outputs: {1x3 cell} containing 1 output
biases: {3x1 cell} containing 3 biases
inputWeights: {3x1 cell} containing 3 input weights
layerWeights: {3x3 cell} containing 3 layer weights
functions:
adaptFcnc: 'trains'
divideFcnc: 'dividerand'
gradientsFcnc: 'gdefaults'
initFcnc: 'initlay'
performFcnc: 'mse'
plotFcncs: {'plotperform','plottrainstate','plotregression'}
trainFcnc: 'trainlm'
parameters:
adaptParam: .passes
divideParam: .trainRatio, .valRatio, .testRatio
After initialize and adjust the train and weight parameter, the final created form of the artificial neural network is shown as (fig.1).

![Network architecture](image)

Fig.1. Network architecture

Here, we introduce the remaining part of output data as a zero. Re-initializing the training process corresponding to these data, we construct a neural network. To minimize the error, the number of data should be increased. Then we introduce the aggregate

$$A_{ij}^{(0)}, P_{ij}^{(0)}, P_{ij}^{(1)}, i = 1,n, j = 1,m,$$

to the constructed network as input variables.

As the result of training the neural network, it will give us the output

$$P_{ij}, i = 1,n, j = 1,m.$$  

This output will be an approximate solution of problems (29), (30).

Notice that if we take into account that the class of vectors obtained as the result of taking separate groups of variables as a zero may play as a basis, we can say that the training process is perfect.

7. Conclusion

Using new approach, a method is proposed to investigate an optimal control pursuit problem with respect to domain. At first we considered the existence of the solution of Cauchy problem where the process is described, and then prove the maximum principle for the considered optimal control problem. Using the obtained results, we offer an algorithm for its numerical solution. After that, we trained such problems to create the neural networks. This allowed applying neural networks to solve the problem.
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Научно-Исследовательский Институт Прикладной Математики при БГУ, Баку, Азербайджан

Применение нейронной сети к оптимальной задаче преследования по отношению области

В работе сначала строится пространство пары выпуклых областей и вводится скалярное произведение. По этой метрике определяется производная область функции. Используя это, рассматривается одна задача оптимального преследования относительно области. Движение области описывается системой дифференциальных уравнений. Требуется определить внешние силы так, чтобы их формы в конечном моменте времени были бы ближе друг-другу. Для этой задачи получен аналог принципа максимума и предложен алгоритм для ее решения. Далее, используя полученные результаты, задается схема применения нейронных сетей для решения рассматриваемой задачи.

**Ключевые слова:** функция поддержки, оптимальное преследование, искусственная нейронная сеть, сетевое обучение.