COMPARISON OF DECISIONS QUALITY OF HEURISTIC METHODS BASED ON MODIFYING OPERATIONS IN THE GRAPH SHORTEST PATH PROBLEM

The article deals with the problem of the analysis of effectiveness of the heuristic methods based on the modification of earlier found decisions in the test problem for getting the shortest path in graph. The article briefly describes the selected group of methods used to solve the problem. The methodology considers the experimental comparison for estimating the quality of solutions based on the performance of computational experiments with the samples of pseudo-randomly structured graphs that uses the BOINC platform. It also presents the description of obtained experimental results which allow to identify the areas of the preferable usage of selected subset of methods depending on the size of the problem and power of constraints. It is shown that the particle swarm optimization, random walks, simulated annealing and bee colony methods are ineffective in the selected problem and significantly inferior to the quality of solutions that are provided by ant colony optimization method and genetic algorithms.
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1. Introduction

There is a wide class of optimization problems with restrictions on discrete values of solution elements (arguments of the objective function) [1, 2]. These include many problems from combinatorics, graph theory and operations research. Mathematical apparatus of derivatives and gradients is not applicable for them, but it is successfully used in solving the problems of continuous optimization [3]. To solve some of them, exact methods with polynomial time asymptotic (for example, methods of Prim and Kruskal [4, 5] for getting minimal spanning tree, Kuhn–Munkres method for assignment problem solving [6, 7], etc.) are well known, while other problems belonging to the NP class don’t include similar methods. In order to solve them, heuristic methods are successfully used in practice. They provide decisions of good quality for reasonable computing time.

Available methods for solving discrete optimization problems can be divided into the following classes:

- limited-search methods (Brute Force, branch and bound method [8], modifications of the Brute Force with limited number of branches or limited depth of the analyzed subtree within the combinatorial search tree, SAT-based methods [9, 10]);
- methods for sequential formation of the decision (greedy methods, random and weighted random search methods, ant colony optimization method [11–13]);
- methods based on the modification of the current decision or set of decisions using some rules that are specific to the problem being solved (random walks method, simulated annealing method, evolutionary (genetic) methods, bee colony method [14–17]);
- methods based on the movement in arguments space with subsequent mapping of the current agent position to one of the decisions of discrete optimization problem (particle swarm optimization method, firefly method, fish school search method, gravitational search method, etc. [3, 14, 18, 19]).
Limited Brute Force methods’ cluster has exponential or factorial asymptotic time complexity in the common case, while other methods have polynomial asymptotic time complexity. By combining the elementary methods that are shown above, it is possible to construct hybrid multistep methods [3].

The article [20] discusses in detail the features of using heuristic methods with sequential formation of the decision in the graph’s shortest path problem. The article [21] describes the application of methods based on limited Brute Force strategies. This article aims at the analysis of the decisions’ quality for methods that are based on the set of modifying operations for selected problem.

2. Statement of the Problem

Different heuristic methods are characterized in practice both by the different costs of computer time and by varying quality of the decisions obtained. In this view, it is interesting to compare the quality of decisions aiming to select the best methods. For this purpose a test problem of getting shortest path \( P(G) = \left[ a_i = a_{beg}, a_i, \ldots, a_j = a_{end} \right] \) in graph \( G = \langle A, V \rangle \), is selected where \( A = \{a_1, a_2, \ldots, a_N\} \) is a set of vertices, \( |A| = N \) is a number of vertices (size of a problem), \( V = \{v_1, v_2, \ldots, v_M\} \subseteq A \times A \) is a set of arcs, \( |V| = M \) is a number of arcs, \( v_i = (a_{beg}, a_{end}) \), \( a_{beg}, a_{end} \in A \), \( a_{beg} \subseteq A \), and the arcs are weighted by the length value \( L(v_i) > 0, i = 1, M \). Target function in the specified problem is a length of path \( L(P) = \sum_{j=1}^{K} L(a_{j}, a_{j+1}) \rightarrow \min \); the density of graph

\[
d(G) = \frac{M}{N(N-1)} \in [0; 1]
\]

has a restrictive role, as a large number of decisions are prohibited in the graphs with low density. Selected problem has exact optimal decision (abbr. O) that can be obtained polynomially using Dijkstra algorithm [22] for a quadratic time that allows to use it as a test problem for estimating the deviations of the quality of decisions from optimum for heuristic methods.

In several combinatorial optimization problems, it is shown [23, 24] that heuristic methods are characterized by significantly different behavior while solving the problems with different size of a problem and different power of restrictions. For the purpose of careful analysis of this feature, a computer experiment is organized. During this experiment, a sample \( \Lambda = \{G_1, G_2, \ldots, G_K\} \) of \( K = 1000 \) graphs with pseudorandom structure is formed with the given number of vertices \( N \), density \( d \) and pseudorandom values of arcs lengths \( 0 < L(v_i) \leq 1 \). The following average parameters are calculated for the obtained decisions (paths \( P \) with length \( L(P) \)): average length of paths (abbr. AVG) \( \bar{Q} = \frac{1}{K} \sum_{i=1}^{K} Q(G_i) \phi(G_i) \), where \( Q(G_i) = L(P \in G_i) \) is the quality of the best decision (path with minimal length) for selected method, \( \phi(G_i) \in \{0, 1\} \) is a function that takes the value of 1 if the decision is found with selected method and 0 otherwise; average deviation of quality of the best decision from optimum (abbr. DIFF) \( \Delta \bar{Q} = \frac{1}{K} \sum_{i=1}^{K} (Q(G_i) - Q^*(G_i)) \phi(G_i) \), where \( Q^*(G_i) \) is a quality of optimal decision (length of the shortest path) given by Dijkstra algorithm; probability of finding a decision (abbr. PFD) \( \bar{p} = \frac{1}{K} \sum_{i=1}^{K} \phi(G_i) \) and the probability of finding an
optimal decision (abbr. PFOD) \( \hat{p}_{opt} = \frac{1}{K} \sum_{i=1}^{K} \theta(G_i) \), where \( \theta(G_i) = \begin{cases} 0, & Q(G_i) > Q^*(G_i), \\ 1, & Q(G_i) = Q^*(G_i). \end{cases} \)

To compare the methods for selected values of vertices number \( N \) and density of graph \( d \) it is required the computational time from several minutes to several hours. To analyze the behavior of methods under different conditions of use, a computing experiment is organized based on distributed computing project Gerasim@Home on BOINC platform [25]. Within this experiment, we studied the behavior of the methods for \( 2 \leq N \leq 500 \) and \( 0 < d \leq 0.2 \) with steps \( \Delta N = 1 \) and \( \Delta d = 0.001 \); obtained results are presented in this article. The formation of \( C_{max} = 1000 \) decisions are organized for each set of source data for iteration methods with the selection of the best of them.

We give a brief description of the heuristic methods (a detailed description is given in the works [2, 19, 26–28]). As it has already been shown above, for optimal decisions with quality \( Q^*(G_i) \), Dijkstra algorithm is used.

3. Brief Classification of Heuristic Methods Based on Modifying Operations

Before describing the details of the method’s implementation, it is necessary to introduce the concepts of modifying operations. In most methods as an initial solution some initial path (for example, \( P = [a_{beg}, a_{end}] \) or some path from different heuristic method) was chosen which within the processing of the algorithm is subjected to following modifications (modifying operations): inserting the random vertex \( a_j \notin P \) to the random position \( R \) of the current path, deleting the random vertex \( a_j = a_{n} \in P \) from the current way with getting a new path, replacing the random vertex \( a_n \) in the current path to the random and unvisited vertex \( a_j \notin P \) and rearranging the pair of randomly selected vertexes \( a_{i1} \) and \( a_{i2} \) in the current path.

First two modifying operations can be considered elementary, and last two operations can be obtained by successively applying elementary operations. The choice of one of the considered modifying operations for the current path is made randomly in the proportion to the corresponding values of the parameters \( p_1, p_2, p_3, p_4 \) (value \( \frac{p_i}{\sum_{j=1}^{4} p_j} \) can be perceived as a probability of applying the \( i \)-th modifying operation). Choice of the values \( p_i \) performed during meta-optimization has a significant influence on the quality of the resulting decisions [2].

The random walks method (abbr. RW) based on the random selection of one of the modifying operations \( o_j \) for the current decision \( X_i \) with getting a new decision \( X_{i+1} = o_j(X_i) \) eventually. As a result of the repetition of the above procedure, \( C_{max} \) times (iterations), \( C_{max} \) decisions are formed, for each of which a quality assessment is performed (in the problem under consideration, the path length \( L(P) \)) and the best decision is returned as the result of the method work.

In the simulated annealing method (abbr. SA), more intellectual strategy of applying the modifying operations is used. As a result of applying the modifying operation \( o_j \) to the current decision \( X_i \), as shown above for the random walks method, decision \( X_{i+1} \) is formed, and the quality assessment \( Q(X) \) is performed for both of them aimed to get the change of decision quality \( \Delta Q(X_i, X_{i+1}) = Q(X_{i+1}) - Q(X_i) \). Taking into account the fact that the best solution is characterized by a lower quality value \( Q(X) \) (path length) in the problem being solved, the value
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ΔQ < 0 corresponds to the improvement and ΔQ > 0 – to the worsening of the quality of the newly obtained decision, respectively. In the case with ΔQ < 0, a new decision \( X'_{i+1} \) replaces the current decision \( X_i \). If the quality of the decision worsens after a random change (ΔQ > 0), the probability is calculated, \( p = e^{-\frac{\Delta Q}{T}} \), where \( T \) is a current temperature, and only in the case with \( r_k > p \), where \( r_k \in [0; 1] \) – next pseudorandom value, a new decision replaces the current one. The temperature is decreased from iteration to iteration as \( T^{(i)} = \alpha T^{(i-1)} \), where \( \alpha \in [0; 1] \) is a tuning parameter that regulates the rate of cooling starting with some initial value \( T^{(0)} \) which leads to ever less allowed deterioration in the quality of the current solution \( \Delta Q \) over time. During the iterative process the quality of all intermediate solutions is evaluated and the best of those is the result of the method work.

Genetic and evolutionary heuristic methods are grouped (abbr. GA) based on applying the genetic operators (in most cases, selection, crossover and mutation) with the aim of improving the fitness function of individuals in the population during the emulated natural selection. Each individual \( X_i, i = 1, W \) in the mentioned problem within population \( X = \{X_1, X_2, ..., X_W\} \) corresponds to the path \( P_i = [a_1 = a_{beg}, a_2, ..., a_9 = a_{end}] \) between vertexes \( a_{beg} \) and \( a_{end} \) of the path [27]. Size of the population \( W = |X| \) is selected as some constant value. As the fitness function \( f(X_i) \) that determines the probability of participation of the selected individual \( X_i \) in crossover with the possibility of producing offspring, the target function (length of the path \( L(P) \) ) is used. A pair of different individuals participates in the crossing with the probability that is proportional to their fitness function.

Considering the necessity of genetic information inheritance from the parents to descendants, we perform the crossing so that the descendant contains a part of the path from each of the parents. In this case, two situations shown schematically in figure 1 can arise in practice.

![Figure 1. Examples of crossing intersecting (a) and non-intersecting (b) paths, the resulting paths are marked with bold lines](image)

In the first case (figure 1, a), two paths that intersect in the vertex \( a_2 \) are selected that allows the trivial implementing of the genetic information copying from the parents to the descendant by choosing the first half of the path (prior to the point of intersection) from one parent and the second (after the intersection point) from the other one. In the given example, when crossing a pair of individuals identified with paths the \( P_1 = [a_{beg}, a_1, a_3, a_7, a_2, a_5, a_{end}] \) and \( P_2 = [a_{beg}, a_4, a_2, a_5, a_6, a_{end}] \), it is possible to get the descendants \( P_1' = [a_{beg}, a_1, a_3, a_7, a_2, a_5, a_6, a_{end}] \) and \( P_2' = [a_{beg}, a_4, a_2, a_5, a_6, a_{end}] \) with the subsequent
equiprobable choice between them. In the given example path the $P'$ is selected. In the second case (figure 1, b), the paths do not intersect and the crossing can be performed by selecting a pair of random vertexes in each of the paths and then connecting them with an arc (in the example the arc is added between vertexes $a_3$ and $a_5$). In this case, as in the previous example, the descendant retains a part of the genes (path fragments) from the parents which corresponds to the concept of the base blocks [3] responsible for the transfer of the genetic information from the parents to descendants.

The mutation operator in the problem under consideration can be implemented in the form of the simplest modifying operations discussed above. During the computational experiments, it is found out that only the operation of adding the vertices to the path has a statistically significant effect on the quality of solutions, the influence of the remaining operations is practically not traced. During the implementation of crossover and mutation operators, solutions with cycles (the same vertex is visited twice) may arise. Obviously, the presence of the cycles in the graphs with the positive arcs weights does not lead to shorter paths; therefore, such solutions must be subjected to the cycle removal procedure. Example, the path $P = \begin{bmatrix} a_{beg}, a_3, a_6, a_5, a_7, a_9, a_4, a_{end} \end{bmatrix}$ with the cycle must be reduced to the path $P' = \begin{bmatrix} a_{beg}, a_3, a_4, a_{end} \end{bmatrix}$ without the cycle (figure 2).

Using the above procedure for selecting the fittest individuals followed by the use of crossover and mutation operators with subsequent removing of the cycles, it is possible to implement an iterative evolution process during which the fitness function (decision quality) is evaluated for each individual, and the current record is updated. The final number of analyzed decisions is defined as $\max_{1 \leq i \leq R} W$, the initial population formation is possible with using any heuristic method that provides a variety of solutions (genetic information).

When solving optimization problems using the bee colony method (abbr. BC) only two types of bees (agents) are usually used: scouts and foragers (working bees). In nature, scouts are investigating the surrounding hive of space and reporting about promising places where the greatest amount of nectar is found (for information exchange in a hive, there is a special cunning mechanism called a bee dance). Further on the most promising areas indicated by the scouts are the departure of working bees who are engaged in the collection of nectar and, in passing, refine the information of scouts about the amount of nectar in some neighborhood from the area indicated by the scout. These social roles of the agents can be used to solve the problems of discrete optimization [28]. At the same time, the role of a scout is transformed into an exploration of the space of permissible decisions $X \in \mathbb{R}$ with selecting one of its points $X_i \in \mathbb{R}$ where target function has some value $a$. This choice in the simplest case can be implemented using the random search method. Due to the impossibility of storing information about all paths in the electronic analogue of the hive, the information about the best $W$ places $S = \{X_1, X_2, ..., X_W\} \subseteq \mathbb{R}$ is stored. These places are characterized by the best values of the objective function $f(X_1) \leq f(X_2) \leq \ldots \leq f(X_W)$ during the method’s implementation (which is sufficiently similar to the restriction on the population size
using the genetic method, but in this case, the value of \( W \) mostly characterizes the information capacity of the hive "memory", rather than the immediate number of bees). Working bee takes as the direction of motion one of the values \( X_j \in S \), \( i=1, \bar{V} \), in the course of its work it performs the reconnaissance "around" the starting point \( X_j \). To do this, it is necessary in some way to modify the initial solution \( X_j \) for which, it is possible to use the modifying operations considered above, applying each of them leads to a single elementary change in the solution \( X_j \rightarrow X'_j \), a minimal number of corresponding operations \( d(X_j, X_j') \), necessary for making a decision \( X_j \) from \( X_j \), can be regarded as some metric, that is specific for this problem and is an analog of the widely known Hamming or Levenshtein distances \([29, 30]\). The number \( R \) of modifying operations that sequentially is applied to the decision \( X_j \) can be treated as the radius of the vicinity of the reconnaissance. The result of the work for the forager bee is the decision \( X_j \) and the value of target function \( f(X_j) \) corresponding to it. If at least one decision \( X_k \in S \), \( k=1, \overline{W} \) among the previously found \( W \) decisions is inferior in quality to the newly found ones, the previous decision is replaced with a new one with their unchanged total size in the electronic model of the hive: \( S^{(i)} = S^{(i-1)} \setminus \{X_k\} \cup \{X_j\} \), where \( t \) – discrete time (number of iteration). Combining the work of scouts and working bees for iterations \( C_{\text{max}} \), the quality of solutions in the composition of the selected subset \( S \) is monotonically increased. The choice of the best among them can be considered the result of the algorithm.

Particle swarm optimization method (abbr. PSO) is based on the movement of swarm agents in some space. Each position of the agent is associated with one of the decisions of the problem, and the dimension of the space is determined by the size of the problem (the number of elements within decision). While solving problems of continuous optimization, each of the agents is characterized by the current position (vector of coordinates) \( X_j \) and direction (vector of speed) \( V_j \). The coordinates of the agent when changing to a new iteration change as \( X_j^{(t+1)} = X_j^{(t)} + V_j^{(t)} \), where \( t \) – iteration number. Vectors of agent speed usually change in such a way that the agent moves in the vicinity of the local (better position of one agent during the computational experiment) and the global record (the best solution for the entire simulation time).

In solving problems of discrete optimization, the direct organization of the motion of agents in continuous space is impossible in view of the fact that the elements of the solution of the problem are discrete by definition. In this regard, 3 different approaches are used in practice. First of them (abbr. PSO1) operates with the swarm motion in a continuous space with the subsequent mapping of the real coordinates of agents into discrete elements of the solution, for example, using the rounding operation. In the problem under consideration, the probabilities \( p_{ij} \) of occurrence of the vertex \( a_i \) in the \( j \)-th position of the formed path are chosen as coordinates of the positions of the swarm agents. The second approach (abbr. PSO2) is based on rounding the coordinates of the swarm particles to obtain discrete vertex numbers in the path. The third direction of the approaches (abbr. PSO3) does not use the notion of speeds and coordinates in a continuous space. Instead of specifying which solutions of the problem are applied taking into account its specificity, the solution \( X \) is modified in order to obtain the solution \( X' \) which is more similar to the required \( Y \) (in the mentioned method – to global or local record). In this case, instead of the coordinates of the swarm agents, specific solutions encoded in terms of the problem being solved are used, and the speeds correspond to the probabilities \( p_i \) of applying one of modifying operation \( o_i \) in order to obtain a new position of the decision \( X' = o_i(X) \) in a discrete space.
At the same time, to preserve the general idea of PSO method, the condition $d(X', Y) < d(X, Y)$ must be provided.

4. Computing Experiments and Analysis of the Experimental Data

The problem of analyzing a space with the coordinates $(d; N)$ considered above is weakly coupled since the analysis of its various points can be performed independently of each other. This feature allows the efficient use of grid systems on a voluntary basis on the BOINC platform for its solution which is successfully applied in a number of projects [10, 31, 32]. In this case, within the one workunit (abbr. WU), a client machine receives information about initial parameters $N$ and $d$ for the sample $A$ of the graphs with the pseudo-random structure and a method name that is used to get the decisions for each of them checking their correctness and calculating quality assessment, the results of which are returned to the server of the project. As a result of post-processing of the obtained experimental data, the quality criteria of the decisions for the selected point $(d; N)$ of the analyzed space are calculated, and their comparison with optimal decision if performed. Experimental results of this process in a view of the two-dimensional diagrams are presented below.

The computing experiment took 5 months in the grid with real performance about 2 TFLOP/s. Figure 3 shows the experimental results for optimal decisions provided by Dijkstra algorithm.

![Figure 3](image-url)

**Figure 3.** Average path length (a) and probability of finding decision (b) depending on the number of vertexes $N$ and graph density $d$ (optimal decisions)

First of all, it should be noted that the level lines in figure 3a are very similar to hyperbolas in coordinates $(d; N)$. Minimal length of the paths corresponds to the graphs with high density and big number of vertexes (top right corner in figure 3a). The greatest length of the paths is observed for the graphs with low density with big number of vertexes (top left corner in figure 3a). Dijkstra’s algorithm guarantees a decision in case of its existence (if the graph in which the path is found, is connected), therefore, the dependence in figure 3b can be treated as the probability of getting connected the graph for selected values of $N$ and $d$.

Figures 4–10 show the dependences of the averaged deviation of the solution quality from the optimum and the probabilities of finding the solution and finding the optimal solution for the methods considered in the article.
Figure 4. Dependencies of average deviation of quality of the best decision from optimum (a), probability of finding decision (b) and probability of finding optimal decision (c) for random walks method. Red color corresponds to the minimal value, blue color – to the maximal value.

Figure 5. Dependencies of average deviation of quality of the best decision from optimum (a), probability of finding decision (b) and probability of finding optimal decision (c) for simulated annealing method.

Figure 6. Dependencies of average deviation of quality of the best decision from optimum (a), probability of finding decision (b) and probability of finding optimal decision (c) for genetic algorithm.
Figure 7. Dependencies of average deviation of quality of the best decision from optimum (a), probability of finding decision (b) and probability of finding optimal decision (c) for bee colony algorithm

Figure 8. Dependencies of average deviation of quality of the best decision from optimum (a), probability of finding decision (b) and probability of finding optimal decision (c) for particle swarm optimization method, version 1

Figure 9. Dependencies of average deviation of quality of the best decision from optimum (a), probability of finding decision (b) and probability of finding optimal decision (c) for particle swarm optimization method, version 2
The analysis of obtained experimental results makes it possible to formulate a number of conclusions. First, the greatest deviation from the quality of the optimal decision is observed for the methods RW, PSO1 and PSO2 which is a consequence of their low efficiency in this problem. Methods RW, SA, PSO1 and PSO2 are characterized by a low probability of finding decisions if the density of graphs $d$ decreases. The probability of finding optimal decisions close to 1 is provided by the methods GA, BC and PSO3 for the graphs with a small number of vertexes; if the number of vertexes increases, this probability decreases significantly (in contrast to the method of the colony in [20]).

In order to identify the advantage of the probability of obtaining the optimal decision, we compared the corresponding probabilities for the methods considered above for different values of $N$ and $d$, resulting in the areas where one of the two algorithms has the advantage shown in figure 11a.

The analysis of obtained results allows us to conclude that there is a zone dependence of the quality of the decisions obtained from the selected heuristic method in the problem under consideration.

As a result of comparing decisions quality of heuristic methods with the sequential formation of the decision, the article [20] has shown that the best method in this problem is the method of the ant colony optimization (abbr. AC) and its modification based on combinatorial returns (abbr. ACR) [33]. Figure 11b presents the results of the comparison of group of methods discussed above with the results described in [20] for the AC and ACR methods by the criterion of the maximum probability of obtaining the optimal decision $\hat{p}_{opt}$.
5. Conclusion

The analysis of the comparison results of group of methods based on modifying operations allows to conclude that the particle swarm optimization, random walks, simulated annealing and bee colony methods are ineffective in the selected problem (excluding dense graphs with low number of vertexes \( N \)). Among selected group of methods, the most perspective method is the simulated annealing method that provide good quality decisions for dense graphs with different number of vertexes. The comparison of this results with the ant colony and its modification with support for combinatorial returns allow to conclude that this group of methods have a significant advantage in the selected test problem in comparison with the methods considered above.
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